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## Foreword

This booklet is a companion for the "Hands-On Course on first-principles calculations", which we developed to introduce students to first-principles calculations and the use of the CP-PAW code in particular.

The Hands-On course consists of three parts, namely

1. a lecture on the theory behind first principles calculations and on some of the technical details,
2. a lecture on the "Nature of the Chemical Bond", which provides a simple and intuitive understanding of the qualitative features of the electronic structure and finally,
3. the actual hands on course with practical exercises using the CP-PAW code.

This booklet is the reading material for the first part about the theoretical background.

## Part I

## Physics

## Chapter 1

## Density-functional theory

### 1.1 Introduction

On the nanoscale, materials around us have a surprisingly simple structure: The standard model of solid state physics and chemistry only knows of two types of particles, namely the nuclei making up the periodic table and the electrons. Only one kind of interaction between them needs to be considered, namely the electrostatic interaction. Even magnetic forces are important only in rare occasions. All other fundamental particles and interactions are nearly irrelevant for chemistry.

The behavior of the particles can be described by the Schrödinger equation (or better the relativistic Dirac equation), which is easily written down. However, the attempt to solve this equation for any system of interest fails miserably due to what Walter Kohn termed the exponential wall [1].

To obtain an impression of the powers of the exponential wall, imagine the wave function of a $\mathrm{N}_{2}$ molecule, having two nuclei and fourteen electrons. For $N$ particles, the Schrödinger equation is a partial differential equation in 3 N dimensions. Let us express the wave function on a grid with about 100 points along each spatial direction and let us consider two spin states for each electron. Such a wave function is represented by $2^{14} 100^{3 \times 16} \approx 10^{100}$ complex numbers. A data server for this amount of data, made of current tera-byte hard disks, would occupy a volume with a diameter of $10^{10}$ light years!

Treating the nuclei as classical particles turned out to be a good approximation, but the quantum nature of the electrons cannot be ignored. A great simplification is to describe electrons as noninteracting quasi particles. Instead of one wave function in 3 N dimensions, one only needs to describe $N$ wave functions in three dimensions each, a dramatic simplification from $10^{100}$ to $10^{7}$ numbers.

While the independent-particle model is very intuitive, and while it forms the basis of most text books on solid-state physics, materials physics, and chemistry, the Coulomb interaction between electrons is clearly not negligible.

Here, density-functional theory $[2,3]$ comes to our rescue: it provides a rigorous mapping from interacting electrons onto a system of non-interacting electrons. Unfortunately, the exact mapping is utterly complicated, and this is where all the complexity goes. Luckily, there are simple approximations that are both, intuitive and surprisingly accurate. Furthermore, with the help of clever algorithms, density-functional calculations can be performed on current computers for large systems with several hundred atoms in a unit cell or a molecule. The microscopic insight gained from density-functional calculations is a major source of progress in solid state physics, chemistry, material science, and biology.

In the first part of this article, I will try to familiarize the novice reader with the basics of densityfunctional theory, provide some guidance into common approximations and give an idea of the type of problems that can be studied with density-functional theory.

Beyond this article, I recommend the insightful review and research articles on density-functional theory by Jones and Gunnarsson [4], Baerends [5], von Barth [6], Perdew [7], Yang[8], Truhlar[9] and
their collaborators.
Solving the one-particle Schrödinger equation, which results from density-functional theory, for real materials is a considerable challenge. Several avenues have been developed to their solution. This is the field of electronic structure methods, which will be discussed in the second part of this article. This part is taken from earlier versions by Clemens Först, Johannes Kästner and myself [10, 11].

### 1.2 Basics of density-functional theory

The dynamics of the electron wave function $|\Psi\rangle$ is governed by the Schrödinger equation $i \hbar \partial_{t}|\Psi\rangle=$ $\hat{H}|\Psi\rangle$ with the $N$-particle Hamiltonian $\hat{H}$.

$$
\begin{equation*}
\hat{H}=\sum_{j=1}^{N}\left(\frac{-\hbar^{2}}{2 m_{e}} \vec{\nabla}_{j}^{2}+v_{e x t}\left(\vec{r}_{j}\right)\right)+\frac{1}{2} \sum_{i \neq j}^{N} \frac{e^{2}}{4 \pi \epsilon_{0}\left|\vec{r}_{i}-\vec{r}_{j}\right|} . \tag{1.1}
\end{equation*}
$$

With $m_{e}$ we denote the electron mass, with $\epsilon_{0}$ the vacuum permittivity, $e$ is the elementary charge and $\hbar$ is the Planck quantum divided by $2 \pi$. The Coulomb potentials of the nuclei have been combined into an external potential $v_{\text {ext }}(\vec{r})$.

All $N$-electron wave functions $\Psi\left(\vec{x}_{1}, \ldots, \vec{x}_{N}\right)$ obey the Pauli principle, that is they change their sign, when two of its particle coordinates are exchanged.

We use a notation that combines the position vector $\vec{r} \in \mathbb{R}^{3}$ of an electron with its discrete spin coordinate $\sigma \in\{\uparrow, \downarrow\}$ into a single vector $\vec{x}:=(\vec{r}, \sigma)$. Similarly, we use the notation of a four-dimensional integral $\int d^{4} x:=\sum_{\sigma} \int d^{3} r$ for the sum over spin indices and the integral over the position. With the generalized symbol $\delta\left(\vec{x}-\overrightarrow{x^{\prime}}\right):=\delta_{\sigma, \sigma^{\prime}} \delta\left(\vec{r}-\overrightarrow{r^{\prime}}\right)$ we denote the product of Kronecker delta of the spin coordinates and Dirac's delta function for the positions. While, at first sight, it seems awkward to combine continuous and discrete numbers, this notation is less error prone than the notation that treats the spin coordinates as indices, where they can be confused with quantum numbers. During the first reading, the novice can ignore the complexity of the spin coordinates, treating $\vec{x}$ like a coordinate. During careful study, the advanced reader will nevertheless have the complete and concise expressions.

## One-particle reduced density matrix and two-particle density

In order to obtain the ground state energy $E=\langle\Psi| \hat{H}|\Psi\rangle$ we need to perform $2^{N}$ integrations in $3 N$ dimensions each, i.e.

$$
\begin{equation*}
E=\int d^{4} x_{1} \cdots \int d^{4} x_{N} \Psi^{*}\left(\vec{x}_{1}, \ldots, \vec{x}_{N}\right) \hat{H} \Psi\left(\vec{x}_{1}, \ldots, \vec{x}_{N}\right) \tag{1.2}
\end{equation*}
$$

However, only two different types of integrals occur in the expression for the energy, so that most of these integrations can be performed beforehand leading to two quantities of physical significance.

- One of these quantities is the one-particle reduced density matrix $\rho^{(1)}\left(\vec{x}, \overrightarrow{x^{\prime}}\right)$, which allows one to evaluate all expectation values of one-particle operators such as the kinetic energy and the external potential energy,

$$
\begin{equation*}
\rho^{(1)}\left(\vec{x}, \vec{x}^{\prime}\right):=N \int d^{4} x_{2} \ldots \int d^{4} x_{N} \Psi\left(\vec{x}, \vec{x}_{2}, \ldots, \vec{x}_{N}\right) \Psi^{*}\left(\vec{x}^{\prime}, \vec{x}_{2}, \ldots, \vec{x}_{N}\right) . \tag{1.3}
\end{equation*}
$$

- The other one is the two-particle density $n^{(2)}\left(\vec{r}, \overrightarrow{r^{\prime}}\right)$, which allows one to determine the interaction between the electrons,

$$
\begin{equation*}
n^{(2)}\left(\vec{r}, \vec{r}^{\prime}\right):=N(N-1) \sum_{\sigma, \sigma^{\prime}} \int d^{4} x_{3} \ldots \int d^{4} x_{N}\left|\Psi\left(\vec{x}, \vec{x}^{\prime}, \vec{x}_{3}, \ldots, \vec{x}_{N}\right)\right|^{2} \tag{1.4}
\end{equation*}
$$

If it is confusing that there are two different quantities depending on two particle coordinates, note that the one-particle reduced density matrix $\rho^{(1)}$ depends on two $\vec{x}$-arguments of the same particle, while the two-particle density $n^{(2)}$ depends on the positions of two different particles.

With these quantities the total energy is

$$
\begin{align*}
E= & \int d^{4} x^{\prime} \int d^{4} x \delta\left(\overrightarrow{x^{\prime}}-\vec{x}\right)\left(\frac{-\hbar^{2}}{2 m_{e}} \vec{\nabla}^{2}+v_{e x t}(\vec{r})\right) \rho^{(1)}\left(\vec{x}, \overrightarrow{x^{\prime}}\right) \\
& +\frac{1}{2} \int d^{3} r \int d^{3} r^{\prime} \frac{e^{2} n^{(2)}\left(\vec{r}, \overrightarrow{r^{\prime}}\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|} \tag{1.5}
\end{align*}
$$

where the gradient of the kinetic energy operates on the first argument $\vec{r}$ of the density matrix.

## One-particle reduced density matrix and natural orbitals

In order to make oneself familiar with the one-particle reduced density matrix $\rho^{(1)}\left(\vec{x}, \overrightarrow{x^{\prime}}\right)$, it is convenient to diagonalize it. The eigenstates $\varphi_{n}(\vec{x})$ are called natural orbitals [12] and the eigenvalues $\bar{f}_{n}$ are their occupations. The index $n$ labeling the natural orbitals may stand for a set of quantum numbers.

The density matrix can be written in the form

$$
\begin{equation*}
\rho^{(1)}\left(\vec{x}, \overrightarrow{x^{\prime}}\right)=\sum_{n} \bar{f}_{n} \varphi_{n}(\vec{x}) \varphi_{n}^{*}\left(\overrightarrow{x^{\prime}}\right) . \tag{1.6}
\end{equation*}
$$

The natural orbitals are orthonormal one-particle orbitals, i.e.

$$
\begin{equation*}
\int d^{4} \times \varphi_{m}^{*}(\vec{x}) \varphi_{n}(\vec{x})=\delta_{m, n} \tag{1.7}
\end{equation*}
$$

Due to the Pauli principle, occupations are non-negative and never larger than one [13]. The natural orbitals are one-particle wave functions, which already points the way to the world of effectively non-interacting electrons.

The one-particle density matrix provides us with the electron density

$$
\begin{equation*}
n^{(1)}(\vec{r})=\sum_{\sigma} \rho^{(1)}(\vec{x}, \vec{x})=\sum_{\sigma} \sum_{n} \bar{f}_{n} \varphi_{n}^{*}(\vec{x}) \varphi_{n}(\vec{x}) \tag{1.8}
\end{equation*}
$$

With the natural orbitals, the total energy Eq. 1.5 obtains the form

$$
\begin{align*}
E=\sum_{n} \bar{f}_{n} \int d^{4} \times \varphi_{n}^{*}(\vec{x}) \frac{-\hbar^{2}}{2 m} \vec{\nabla}^{2} \varphi_{n}(\vec{x}) & +\int d^{3} r v_{e x t}(\vec{r}) n^{(1)}(\vec{r}) \\
& +\frac{1}{2} \int d^{3} r \int d^{3} r^{\prime} \frac{e^{2} n^{(2)}\left(\vec{r}, \overrightarrow{r^{\prime}}\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|} \tag{1.9}
\end{align*}
$$

## Two-particle density and exchange-correlation hole

The physical meaning of the two-particle density $n^{(2)}\left(\vec{r}, \overrightarrow{r^{\prime}}\right)$ is the following: For particles that are completely uncorrelated, meaning that they do not even experience the Pauli principle, the twoparticle density would be ${ }^{1}$ the product of one-particle densities, i.e. $n^{(2)}\left(\vec{r}, \overrightarrow{r^{\prime}}\right)=n^{(1)}(\vec{r}) n^{(1)}\left(\overrightarrow{r^{\prime}}\right)$. If one particle is at position $\vec{r}_{0}$, the density of the remaining $N-1$ particles is the conditional density

$$
\begin{equation*}
\frac{n^{(2)}\left(\vec{r}_{0}, \vec{r}\right)}{n^{(1)}\left(\vec{r}_{0}\right)} \tag{1.10}
\end{equation*}
$$



Fig. 1.1: Two-particle density of the non-interacting electron gas for like-spin and opposite spin. Also shown is the relation to the exchange hole $h\left(\vec{r}_{1}, \vec{r}_{2}\right)$

The conditional density is the electron density as function of $\vec{r}$ seen by one of the electrons at $\vec{r}_{0}$. This observer electron obviously only sees the remaining $N-1$ electrons.

It is convenient to express the two-particle density by the hole function $h\left(\vec{r}_{0}, \vec{r}\right)$, i.e.

$$
\begin{equation*}
n^{(2)}\left(\vec{r}_{0}, \vec{r}\right)=n^{(1)}\left(\vec{r}_{0}\right)\left[n^{(1)}(\vec{r})+h\left(\vec{r}_{0}, \vec{r}\right)\right] . \tag{1.11}
\end{equation*}
$$

This equation defines the hole function as

$$
\begin{equation*}
h\left(\vec{r}_{0}, \vec{r}\right)=\frac{n^{(2)}\left(\vec{r}_{0}, \vec{r}\right)}{n^{(1)}\left(\vec{r}_{0}\right)}-n^{(1)}(\vec{r}) \tag{1.12}
\end{equation*}
$$

One electron at position $\vec{r}_{0}$ does not "see" the total electron density $n^{(1)}(\vec{r})$ with $N$ electrons, but only the density of the $N-1$ other electrons, because it does not see itself. The hole function $h\left(\overrightarrow{r_{0}}, \vec{r}\right)$ is simply the difference of the total electron density and the electron density seen by the observer electron at $\vec{r}_{0}$.

The division of the two-particle density in Eq. 1.11 suggests that we split the electron-electron interaction into the so-called Hartree energy

$$
\begin{equation*}
E_{H} \stackrel{\text { def }}{=} \frac{1}{2} \int d^{3} r \int d^{3} r^{\prime} \frac{e^{2} n^{(1)}(\vec{r}) n^{(1)}\left(\overrightarrow{r^{\prime}}\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|} \tag{1.13}
\end{equation*}
$$

and the potential energy of exchange and correlation

$$
\begin{equation*}
U_{x c} \stackrel{\text { def }}{=} \int d^{3} r n^{(1)}(\vec{r}) \frac{1}{2} \int d^{3} r^{\prime} \frac{e^{2} h\left(\vec{r}, \overrightarrow{r^{\prime}}\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|} . \tag{1.14}
\end{equation*}
$$

Keep in mind that $U_{x c}$ is not the exchange-correlation energy. The difference between $U_{x c}$ and the exchange-correlation energy $E_{x c}$ is a kinetic energy correction that will be discussed later in Eq. 1.21.

The hole function has a physical meaning: An electron sees the total density minus the electrons accounted for by the hole. Thus, each electron not only experiences the repulsive electrostatic potential of the total electron density $n^{(1)}(\vec{r})$, but also the attractive potential of its own exchangecorrelation hole $h\left(\vec{r}_{0}, \vec{r}\right)$.

A few facts for this hole density are apparent:

1. Because each electron of a $N$-electron system sees $N-1$ other electrons, the hole function integrates to exactly minus one electron

$$
\begin{equation*}
\int d^{3} r h\left(\vec{r}_{0}, \vec{r}\right)=-1 \tag{1.15}
\end{equation*}
$$

[^0]

Fig. 1.2: Exchange hole in silicon from [14]. The cross indicates the position of the observer electron. The black spheres and the lines indicate the atomic positions and bonds in the (110) plane.
irrespective of the position $\vec{r}_{0}$ of the observing electron.
2. The density of the remaining $N-1$ electrons can not be larger than the total electron density. This implies

$$
\begin{equation*}
h\left(\vec{r}_{0}, \vec{r}\right) \geq-n^{(1)}(\vec{r}) \tag{1.16}
\end{equation*}
$$

3. Due to the Pauli principle, no other electron with the same spin as the observer electron can be at the position $\vec{r}_{0}$. Thus the on-top hole $h\left(\vec{r}_{0}, \vec{r}_{0}\right)$ obeys the limits [15]

$$
\begin{equation*}
-\frac{1}{2} n^{(1)}\left(\vec{r}_{0}\right) \geq h\left(\vec{r}_{0}, \vec{r}_{0}\right) \geq-n^{(1)}\left(\vec{r}_{0}\right) \tag{1.17}
\end{equation*}
$$

4. Assuming locality, the hole function vanishes at large distances from the observer electron at $\vec{r}_{0}$, i.e.

$$
\begin{equation*}
h\left(\vec{r}_{0}, \vec{r}\right) \rightarrow 0 \quad \text { for } \quad\left|\vec{r}-\vec{r}_{0}\right| \rightarrow \infty \tag{1.18}
\end{equation*}
$$

With locality I mean that the density does not depend on the position or the presence of an observer electron, if the latter is very far away.

## A selfmade functional

It is fairly simple to make our own density functional ${ }^{2}$ : For a given density, we choose a simple shape for the hole function, such as a spherical box. Then we scale the value and the radius such that the hole function integrates to -1 , and that its value is opposite equal to the spin density at its center. The electrostatic potential of this hole density at its center is the exchange-correlation energy for the observer electron. Our model has an exchange-correlation energy ${ }^{3}$ of

$$
\begin{equation*}
U_{x c}\left[n^{(1)}\right] \approx-\frac{1}{2} \int d^{3} r n^{(1)}(\vec{r})\left(\frac{3}{4} \frac{e^{2}}{4 \pi \epsilon_{0}} \sqrt[3]{\frac{2 \pi}{3}}\left(n^{(1)}(\vec{r})\right)^{\frac{1}{3}}\right) \sim \int d^{3} r\left(n^{(1)}(\vec{r})\right)^{\frac{4}{3}} \tag{1.19}
\end{equation*}
$$

[^1]

Fig. 1.3: Left: Scheme to demonstrate the construction of the exchange-correlation energy from a simple model. Right: exchange correlation energy per electron $\epsilon_{x c}$ as function of electron density from our model, Hartree-Fock approximation and the exact result. The symbol "Na" indicates the density of Sodium.

The derivation is an elementary exercise and is given in the appendix. The resulting energy per electron $\epsilon_{x c}$ is given on the right-hand side of Fig. 1.3 indicated as "model" and compared with the exact result indicated as "LSD" 4 and the Hartree-Fock result indicated as "HF" for a homogeneous electron gas.

The agreement with the correct result, which is surprisingly good for such a crude model, provides an idea of how robust the density-functional theory is with respect to approximations. While this model has been stripped to the bones, it demonstrates the way physical insight enters into the construction of density functionals. Modern density functionals are far more sophisticated and exploit much more information [16], but the basic method of construction is similar.

## Kinetic energy

While the expression for the kinetic energy in Eq. 1.9 seems familiar, there is a catch to it. In order to know the natural orbitals and the occupations we need access to the many-particle wave function or at least to its reduced density matrix.

A good approximation for the kinetic energy of the interacting electrons is the kinetic energy functional $T_{s}\left[n^{(1)}\right]$ of the ground state of non-interacting electrons with the same density as the true system. It is defined by

$$
\begin{align*}
T_{s}\left[n^{(1)}\right] \underset{\left\{f_{n} \in[0,1],\left|\psi_{n}\right\rangle\right\}}{ } \min _{\operatorname{stat}_{\text {eff }, \Lambda}} & \left\{\sum_{n} f_{n} \int d^{4} \times \psi_{n}^{*}(\vec{x}) \frac{-\hbar^{2} \vec{\nabla}^{2}}{2 m_{e}} \psi_{n}(\vec{x})\right. \\
& +\int d^{3} r v_{e f f}(\vec{r})\left(\left[\sum_{n} f_{n} \sum_{\sigma} \psi_{n}^{*}(\vec{x}) \psi_{n}(\vec{x})\right]-n^{(1)}(\vec{r})\right) \\
& \left.-\sum_{n, m} \Lambda_{m, n}\left(\left\langle\psi_{n} \mid \psi_{m}\right\rangle-\delta_{n, m}\right)\right\} . \tag{1.20}
\end{align*}
$$

Note that $f_{n} \neq \bar{f}_{n}$ and that the so-called Kohn-Sham orbitals $\psi_{n}(\vec{x})$ differ ${ }^{5}$ from the natural orbitals $\varphi_{n}(\vec{x})$. Natural orbitals and Kohn-Sham wave functions are fairly similar, while the occupations $f_{n}$ of Kohn-Sham orbitals differ considerably from those $\bar{f}_{m}$ of the natural orbitals. The effective potential $v_{\text {eff }}(\vec{r})$ is the Lagrange multiplier for the density constraint. The effective potential can been seen as that potential needed to "press" the electron density into the shape given by $n^{(1)}(\vec{r}) . \Lambda_{m, n}$ are

[^2]the Lagrange multipliers for the orthonormality constraint of the Kohn-Sham orbitals. Diagonalization of $\Lambda$ yields a diagonal matrix with the one-particle energies on the diagonal.

This kinetic energy $T_{s}\left[n^{(1)}\right]$ is a unique functional of the density, which is the first sign that we are approaching a density-functional theory. Furthermore, while defining the kinetic-energy functional $T_{s}\left[n^{(1)}\right]$, we referred for the first time to a principle that is limited to the ground state. Densityfunctional theory as described here is inherently a ground-state theory.


Fig. 1.4: Illustration of the correlation hole. The exchange hole, present without interaction, is deformed by the Coulomb reaction. Because this deformation must respect the charge sum rule, this deformation makes the hole more compact. The dominant effect is on the opposite-spin direction, because the like-spin electrons are already at a distance by the exchange hole.

Why does the true kinetic energy of interacting electrons differ from that of non-interacting electrons?

Consider the hole function of a non-interacting electron gas. When the hole function of noninteracting electrons is inserted into Eq. 1.14 for $U_{x c}$, the potential energy of exchange and correlation, we obtain a contribution to the total energy that is called exchange energy.

The interaction changes the many-particle wave function and this leads to a second energy contribution, which is called correlation energy: Namely, when the interaction is switched on, the wave function is deformed in such a way that the Coulomb repulsion between the electrons is reduced. This makes the hole function more compact. However, there is a price to pay when the wave functions adjust to reduce the Coulomb repulsion between the electrons, namely an increase of the kinetic energy:
Pushing electrons away from the neighborhood of the reference electrons requires work to be performed against the kinetic pressure of the electron gas, which raises the kinetic energy. Thus, the system has to find a compromise between minimizing the electrostatic repulsion of the electrons and increasing its kinetic energy. As a result, the correlation energy has a potential-energy contribution and a kinetic-energy contribution.

This tradeoff between kinetic and interaction energy can be observed in Fig. 1.3. The correct exchange-correlation energy is close to our model at low densities, while it becomes closer to the Hartree-Fock result at high densities. This is consistent with the fact that the electron gas can easily be deformed at low densities, while the deformation becomes increasingly costly at high densities due to the larger pressure of the electron gas.

The difference between $T_{s}$ and the true kinetic energy is combined with the potential energy of exchange and correlation $U_{x c}$ from Eq. 1.14 into the exchange-correlation energy $E_{x c}$, i.e.

$$
\begin{equation*}
E_{x c} \stackrel{\text { def }}{=} U_{x c}+\sum_{n} \bar{f}_{n} \int d^{4} x \varphi_{n}^{*}(\vec{x}) \frac{-\hbar^{2}}{2 m} \vec{\nabla}^{2} \varphi_{n}(\vec{x})-T_{s}\left[n^{(1)}\right] . \tag{1.21}
\end{equation*}
$$

Note, that the $\varphi_{n}(\vec{x})$ and the $\bar{f}_{n}$ are natural orbitals and occupations of the interacting electron gas, and that they differ from the Kohn-Sham orbitals $\psi_{n}(\vec{x})$ and occupations $f_{n}$. We will later see
that the exchange-correlation energy can be expressed as a functional of the density alone. At this point, however, Eq. 1.21 requires the knowledge of the many-particle wave function ${ }^{6}$ to evaluate the exchange-correlation energy.

## Total energy

The total energy obtains the form

$$
\begin{align*}
E & =\min _{\left.|\Phi\rangle,\left\{\left|\psi_{n}\right\rangle, f_{n} \in[0,1]\right\}\right\}} \operatorname{stat}_{v_{e f f}, \Lambda}\left\{\sum_{n} f_{n} \int d^{4} \times \psi_{n}^{*}(\vec{x}) \frac{-\hbar^{2}}{2 m} \vec{\nabla}^{2} \psi_{n}(\vec{x})\right. \\
& +\int d^{3} r v_{e f f}(\vec{r})\left(\left[\sum_{n} f_{n} \sum_{\sigma} \psi_{n}^{*}(\vec{x}) \psi_{n}(\vec{x})\right]-n_{|\Phi\rangle}^{(1)}(\vec{r})\right)+\int d^{3} r v_{e x t}(\vec{r}) n_{|\Phi\rangle}^{(1)}(\vec{r}) \\
& \left.+\frac{1}{2} \int d^{3} r \int d^{3} r^{\prime} \frac{e^{2} n_{|\Phi\rangle}^{(1)}(\vec{r}) n_{|\Phi\rangle}^{(1)}\left(\overrightarrow{r^{\prime}}\right)}{4 \pi \epsilon_{0} \mid \vec{r}-\overrightarrow{r^{\prime} \mid}}+E_{x c}[|\Phi\rangle]-\sum_{n, m} \Lambda_{m, n}\left(\left\langle\psi_{n} \mid \psi_{m}\right\rangle-\delta_{n, m}\right)\right\} . \tag{1.22}
\end{align*}
$$

This equation shall be read as follows: For a given many-particle wave function $|\Phi\rangle$ we extract the density $n_{|\Phi\rangle}^{(1)}(\vec{r})$. Kohn-Sham orbitals $\left|\psi_{n}\right\rangle$ and occupations $f_{n}$ are obtained by an independent minimization of the kinetic energy for the density $n_{|\Phi\rangle}^{(1)}(\vec{r})$. Only the exchange-correlation energy $E_{x c}[|\Phi\rangle]$ needs yet to be calculated directly from the many-particle wave function. This is done for all many-particle wave functions until the minimum of the total energy has been found.

Because we still need the full many particle wave function to determine the expression above, Eq. 1.22 is not yet a functional of the density.

If, however, we were able to express the exchange-correlation energy $E_{x c}$ as a functional of the density alone, there would be no need for the many-particle wave function at all and the terrors of the exponential wall would be banned. We could minimize Eq. 1.22 with respect to the density, Kohn-Sham orbitals and their occupations.

## Self-consistent equations

Let us, for the time being, simply assume that the exchange-correlation energy $E_{x c}$ is a functional of the electron density and explore the consequences of this assumption. Later, I will show that this assumption is actually valid. With this assumption, the ground-state total energy Eq. 1.22 has the form

GROUND-STATE ENERGY IN DENSITY FUNCTIONAL THEORY

$$
\begin{align*}
E & =\min _{n^{(1)}} \min _{\left\{\left|\psi_{n}\right\rangle, f_{n} \in[0,1]\right\}} \operatorname{stat}_{v_{e f f}, \Lambda}\left\{\sum_{n} f_{n} \int d^{4} x \psi_{n}^{*}(\vec{x}) \frac{-\hbar^{2}}{2 m} \vec{\nabla}^{2} \psi_{n}(\vec{x})\right. \\
& +\int d^{3} r v_{e f f}(\vec{r})\left(\left[\sum_{n} f_{n} \sum_{\sigma} \psi_{n}^{*}(\vec{x}) \psi_{n}(\vec{x})\right]-n^{(1)}(\vec{r})\right)+\int d^{3} r v_{e x t}(\vec{r}) n^{(1)}(\vec{r}) \\
& \left.+\frac{1}{2} \int d^{3} r \int d^{3} r^{\prime} \frac{e^{2} n^{(1)}(\vec{r}) n^{(1)}\left(\overrightarrow{r^{\prime}}\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|}+E_{x c}\left[n^{(1)}\right]-\sum_{n, m} \Lambda_{m, n}\left(\left\langle\psi_{n} \mid \psi_{m}\right\rangle-\delta_{n, m}\right)\right\} \tag{1.23}
\end{align*}
$$

The minimization in Eq. 1.23 with respect to the one-particle wave functions yields the Kohn-Sham

[^3]equations
\[

$$
\begin{equation*}
\left[\frac{-\hbar^{2}}{2 m_{e}} \vec{\nabla}^{2}+v_{e f f}(\vec{r})-\epsilon_{n}\right] \psi_{n}(\vec{x})=0 \quad \text { with } \quad \int d^{4} \times \psi_{m}(\vec{x}) \psi_{n}(\vec{x})=\delta_{m, n} \tag{1.24}
\end{equation*}
$$

\]

The Kohn-Sham energies $\epsilon_{n}$ are the eigenvalues of the Lagrange multiplier $\boldsymbol{\Lambda}$.
The requirement that the derivative of the total energy Eq. 1.22 with respect to the density vanishes, yields an expression for the effective potential

$$
\begin{equation*}
v_{e f f}(\vec{r})=v_{e x t}(\vec{r})+\int d^{3} r^{\prime} \frac{e^{2} n^{(1)}\left(\overrightarrow{r^{\prime}}\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|}+\frac{\delta E_{x c}\left[n^{(1)}\right]}{\delta n^{(1)}(\vec{r})} \tag{1.25}
\end{equation*}
$$

Both equations, together with the density constraint

$$
\begin{equation*}
n^{(1)}(\vec{r})=\sum_{n} f_{n} \sum_{\sigma} \psi_{n}^{*}(\vec{x}) \psi_{n}(\vec{x}) \tag{1.26}
\end{equation*}
$$

form a set of coupled equations, that determine the electron density and the total energy. This set of coupled equations, Eqs. $1.24,1.25$, and 1.26 , is what is solved in the so-called self-consistency loop. Once the set of self-consistent equations has been solved, we obtain the electron density and we can evaluate the total energy.


Fig. 1.5: Self-consistency cycle.
In practice, one often makes the assumption that the non-interacting electrons in the effective potential closely resemble the true interacting electrons, and extracts a wealth of other physical properties from the Kohn-Sham wave functions $\left|\psi_{n}\right\rangle$ and the Kohn-Sham energies $\epsilon_{n}$. However, there is little theoretical backing for this approach and, if it fails, one should not blame density-functional theory!

## Is there a density functional?

The argument leading to the total-energy expression Eq. 1.23, from which we obtained the selfconsistent equations, Eqs. $1.24,1.25$, and 1.26 , relied entirely on the hope that exchange-correlation functional can be expressed as a functional of the electron density. In fact, this can easily be shown, if we restrict us to ground state densities. The proof goes back to the seminal paper by Levy [17, 18]. It is pictorially represented in Fig. 1.6.

Imagine that one could construct all fermionic many-particle wave functions. For each of these wave functions, we can determine in a unique way the electron density

$$
\begin{equation*}
n^{(1)}(\vec{r})=N \sum_{\sigma} \int d^{3} x_{2} \ldots \int d^{3} x_{N}\left|\Psi\left(\vec{x}, \vec{x}_{2}, \ldots \vec{x}_{N}\right)\right|^{2} . \tag{1.27}
\end{equation*}
$$

Having the electron densities, we sort the wave functions according to their density. For each density, I get a mug $M\left[n^{(1)}\right]$ that holds all wave functions with that density, that is written on the label of the mug.


Fig. 1.6: Illustration for Levy's proof that there exists a density functional.
Now we turn to each mug $M\left[n^{(1)}\right]$ in sequence and determine for each the wave function with the lowest energy. Because the external potential energy is the same for all wave functions with the same density, we need to consider only the kinetic energy operator $\hat{T}$ and the operator $\hat{W}$ of the electron-electron interaction ${ }^{7}$, and we do not need to consider the external potential.

$$
\begin{equation*}
F^{\hat{W}}\left[n^{(1)}\right]=\min _{|\Psi\rangle \in M\left[n^{(1)}\right]}\langle\Psi| \hat{T}+\hat{W}|\Psi\rangle \tag{1.29}
\end{equation*}
$$

$F^{\hat{W}}\left[n^{(1)}\right]$ is the universal density functional. It is universal in the sense that it is an intrinsic property of the electron gas and absolutely independent of the external potential.

Next, we repeat the same construction as that for a universal density functional, but now we leave out the interaction $\hat{W}$ and consider only the kinetic energy $\hat{T}$.

$$
\begin{equation*}
F^{0}\left[n^{(1)}\right]=\min _{|\Psi\rangle \in M\left[n^{(1)}\right]}\langle\Psi| \hat{T}|\Psi\rangle \tag{1.30}
\end{equation*}
$$

The resulting functional $F^{0}\left[n^{(1)}\right]$ is nothing but the kinetic energy of non-interacting electrons $T_{s}\left[n^{(1)}\right]$.
Now we can write down the total energy as functional of the density

$$
\begin{equation*}
E\left[n^{(1)}\right]=F^{\hat{W}}\left[n^{(1)}\right]+\int d^{3} r v_{\text {ext }}(\vec{r}) n^{(1)}(\vec{r}) \tag{1.31}
\end{equation*}
$$

[^4]\[

$$
\begin{equation*}
\hat{W} \stackrel{\text { def }}{=} \frac{1}{2} \sum_{i \neq j}^{N} \frac{e^{2}}{4 \pi \epsilon_{0}\left|\vec{r}_{i}-\vec{r}_{j}\right|} \tag{1.28}
\end{equation*}
$$

\]

When we compare Eq. 1.31 with Eq. 1.22, and use 1.20, and 1.30, we obtain an expression for the exchange-correlation energy.

$$
\begin{align*}
& \underbrace{E}_{F^{W}+E_{e x t}} \stackrel{E q s .}{\stackrel{1.22,1.20}{=} \underbrace{T_{s}}_{F^{0}}+E_{e x t}+E_{H}+E_{x c}} \\
& E_{x c}\left[n^{(1)}\right]=F^{\hat{W}}\left[n^{(1)}(\vec{r})\right]-F^{0}\left[n^{(1)}(\vec{r})\right]-\frac{1}{2} \int d^{3} r \int d^{3} r^{\prime} \frac{e^{2} n^{(1)}(\vec{r}) n^{(1)}\left(\overrightarrow{r^{\prime}}\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|} \tag{1.32}
\end{align*}
$$

This completes the proof that the exchange-correlation energy is a functional of the electron density. The latter was the assumption for the total energy expression Eq. 1.23 from which we derived the set of self-consistent equations, Eqs. 1.24, 1.25, and 1.26 for the Kohn-Sham wave functions $\psi_{n}(\vec{x})$.

With this, I finish the description of the theoretical basis of density-functional theory. We have seen that the total energy can rigorously be expressed as a functional of the density or, in practice, as a functional of a set of one-particle wave functions, the Kohn-Sham wave functions and their occupations. Density-functional theory per se is not an approximation and, in contrast to common belief, it is not a mean-field approximation. Nevertheless, we need to introduce approximations to make density-functional theory work. This is because the exchange-correlation energy $E_{x c}\left[n^{(1)}\right]$ is not completely known. These approximations will be discussed in the next section.

### 1.3 Adiabatic connection

At this point I want to demonstrate a theorem that is central to the thinking within density-functional theory, the adiabatic connection formula $[19,20]^{8}$ It allows one to express the difference between the kinetic energy of the interacting and the non-interacting wave function by the exchange-correlation hole for various strengths of the electron-electron interaction.

Let us proceed as in Levy's proof, but now we use a Hamiltonian with a scaled interaction

$$
\begin{equation*}
\hat{H}(\lambda)=\hat{T}+\lambda \hat{W} \tag{1.33}
\end{equation*}
$$

The extreme values, $\lambda=0$ and $\lambda=1$ describe the non-interacting and the interacting electron gas, respectively.

For each value of $\lambda$ we determine

$$
\begin{equation*}
F^{\lambda \hat{W}}=\min _{|\Psi\rangle \in M\left[n^{(1)}\right]}\langle\Psi| \hat{T}+\lambda \hat{W}|\Psi\rangle=\left\langle\bar{\Psi}_{\lambda}\left[n^{(1)}\right]\right| \hat{T}+\lambda \hat{W}\left|\bar{\Psi}_{\lambda}\left[n^{(1)}\right]\right\rangle \tag{1.34}
\end{equation*}
$$

Note, that the wave function $\left|\bar{\Psi}_{\lambda}\left[n^{(1)}\right]\right\rangle$ of the minimum depends on $\lambda$.
The fully interacting functional can be obtained as an integral over the derivative

$$
\begin{equation*}
F^{\hat{W}}\left[n^{(1)}\right]=F^{0}\left[n^{(1)}\right]+\int_{0}^{1} d \lambda \frac{\partial F^{\lambda \hat{W}}\left[n^{(1)}\right]}{\partial \lambda} \tag{1.35}
\end{equation*}
$$

Using the minimum condition the derivative of the functional with respect to $\lambda$ can be expressed entirely by the interaction energy.

In order to make the minimum condition explicit, we include the density and the normalization constraint in the constrained search. Thus the functional is written as

$$
\begin{align*}
F^{\lambda \hat{W}}\left[n^{(1)}\right]=\min _{|\Psi\rangle} & {[\langle\Psi| \hat{T}+\lambda \hat{W}|\Psi\rangle} \\
& \left.+\int d^{3} r v_{e f f, \lambda}(\vec{r})\left(\langle\Psi| \hat{n}(\vec{r})|\Psi\rangle-n^{(1)}(\vec{r})\right)-E(\langle\Psi \mid \Psi\rangle-1)\right] \tag{1.36}
\end{align*}
$$

[^5]The minimum condition is

$$
\begin{equation*}
\left[\hat{T}+\lambda \hat{W}+\int d^{3} r v_{e f f, \lambda}(\vec{r}) \hat{n}(\vec{r})-E_{\lambda}\right]\left|\bar{\Psi}_{\lambda}\right\rangle=0 \tag{1.37}
\end{equation*}
$$

Now we can perform the derivative of

$$
\begin{align*}
F^{\lambda \hat{W}}\left[n^{(1)}\right] & =\left\langle\bar{\Psi}_{\lambda}\right| \hat{T}+\lambda \hat{W}\left|\bar{\Psi}_{\lambda}\right\rangle \\
& +\int d^{3} r v_{e f f, \lambda}(\vec{r})\left(\left\langle\bar{\Psi}_{\lambda}\right| \hat{n}(\vec{r})\left|\bar{\Psi}_{\lambda}\right\rangle-n^{(1)}(\vec{r})\right)-E_{\lambda}\left(\left\langle\bar{\Psi}_{\lambda} \mid \bar{\Psi}_{\lambda}\right\rangle-1\right) \tag{1.38}
\end{align*}
$$

with respect to $\lambda$. The $\lambda$-dependent quantities are the wave functions, and the lagrange multipliers $v_{e f f, \lambda}(\vec{r})$ and $E_{\lambda}$. We obtain

$$
\begin{align*}
\frac{d}{d \lambda} F^{\lambda \hat{W}}\left[n^{(1)}\right] & =\left\langle\frac{d \bar{\Psi}_{\lambda}}{d \lambda}\right| \underbrace{\left(\hat{T}+\lambda \hat{W}+\int d^{3} r v_{e f f, \lambda}(\vec{r}) \hat{n}(\vec{r})-E_{\lambda}\right)\left|\bar{\Psi}_{\lambda}\right\rangle}_{=0} \\
& =\underbrace{\left\langle\bar{\Psi}_{\lambda}\right| \hat{T}+\lambda \hat{W}+\int d^{3} r v_{e f f, \lambda}(\vec{r}) \hat{n}(\vec{r})-E_{\lambda}\left|\frac{d \bar{\Psi}_{\lambda}}{d \lambda}\right\rangle}_{=0} \\
& =\left\langle\bar{\Psi}_{\lambda}\right| \hat{W}\left|\bar{\Psi}_{\lambda}\right\rangle+\int d^{3} r \frac{d v_{e f f, \lambda}}{d \lambda}(\vec{r}) \underbrace{\left(\left\langle\bar{\Psi}_{\lambda}\right| \hat{n}(\vec{r})\left|\bar{\Psi}_{\lambda}\right\rangle-n^{(1)}(\vec{r})\right)}_{=0}-\frac{d E_{\lambda}}{d \lambda} \underbrace{\left(\left\langle\bar{\Psi}_{\lambda} \mid \bar{\Psi}_{\lambda}\right\rangle-1\right)}_{=0} \\
& =\left\langle\bar{\Psi}_{\lambda}\right| \hat{W}\left|\bar{W}_{\lambda}\right\rangle \tag{1.39}
\end{align*}
$$

Thus we can express the functional as

$$
\begin{align*}
F^{\hat{W}}\left[n^{(1)}\right] & =T_{s}\left[n^{(1)}\right]+\int_{0}^{1} d \lambda\left\langle\bar{\Psi}_{\lambda}\right| \hat{W}\left|\bar{\Psi}_{\lambda}\right\rangle \\
& =T_{s}\left[n^{(1)}\right]+\frac{1}{2} \int d^{3} r \int d^{3} r^{\prime} \frac{e^{2} n^{(1)}(\vec{r}) n^{(1)}\left(\overrightarrow{r^{\prime}}\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|}+\int d^{3} r n^{(1)}(\vec{r}) \int d^{3} r^{\prime} \frac{e^{2} h_{a v}\left(\vec{r}, \overrightarrow{r^{\prime}}\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|} \tag{1.40}
\end{align*}
$$

where

$$
\begin{equation*}
h_{a v}\left(\vec{r}, \overrightarrow{r^{\prime}}\right)=\int_{0}^{1} d \lambda h_{\lambda}\left(\vec{r}, \overrightarrow{r^{\prime}}\right) \tag{1.41}
\end{equation*}
$$

### 1.4 Jacob's ladder of density functionals

The development of density functionals is driven by mathematical analysis of the exact exchangecorrelation hole [16, 7], physical insight and numerical benchmark calculations on real systems. The functionals evolved in steps from one functional form to another, with several parameterizations at each level. Perdew pictured this development by Jacob's ladder leading up to heaven [23, 7]. In his analogy the different rungs of the ladder represent the different levels of density functionals leading to the unreachable, ultimately correct functional.

## JACOB'S LADDER OF DENSITY FUNCTIONALS

The different stairs of Jacob's Ladder of density functionals are

1. LDA (local-density approximation): the exchange-correlation hole is taken from the free electron gas. These functionals exhibit strong overbinding. While the van-der Waals bond is not considered in these functionals, the overbinding mimicked van-der-Waals bonding, albeit for the wrong reason.
2. GGA (generalized gradient approximation): These functionals not only use the electron density but also its gradient to estimate the asymmetry of the exchange-correlation hole with respect to the reference electrons. As a result surfaces are energetically favored compared to LDA and the overbinding is strongly reduced.
3. meta-GGA: in addition to the gradient also the kinetic energy density is used as a parameter. The kinetic energy is a measure for the flexibility of the electron gas.
4. Hybrid functionals: Hybrid functional include a fraction of exact exchange. This functionals improve the description of left-right correlations.
5. Exact: An exact density functional can be obtained using the constrained search formalism using many-particle techniques.

## $1.5 X_{\alpha}$ method

Even before the invention of density-functional theory per se, the so-called $X_{\alpha}$ method has been introduced. Today, the $X_{\alpha}$ method has mostly historical value. The $X_{\alpha}$ method uses the expression for the exchange of a homogeneous electron gas[24] instead of the exchange-correlation energy. However, the exchange energy has been scaled with a parameter, namely $X_{\alpha}$, that has been adjusted to Hartree Fock calculations. The results are shown in Fig. 1.7.

The rationale behind the $X_{\alpha}$-method is a dimensional argument. Choose a given shape for the exchange-correlation hole, but scale it according to the density and the electron sum rule. Then the exchange-correlation energy per electron always scales like $n^{\frac{1}{3}}$. Each shape corresponds to a specific pre-factor.

Let us proceed through this argument: Consider a given shape described by a function $f(\vec{r})$ with

$$
\begin{aligned}
f(\overrightarrow{0}) & =1 \\
\int d^{3} r f(\vec{r}) & =1
\end{aligned}
$$

Now, we express the hole function by the function $f$ by scaling its magnitude at the origin such that the amplitude of the hole cancels the electron density. Secondly, we stretch the function in space so that the sum rule, which says that the hole must integrate to -1 , is fulfilled. These conditions yield the model for the exchange-correlation hole.

$$
\begin{equation*}
h\left(\vec{r}_{0}, \vec{r}\right)=-n\left(\vec{r}_{0}\right) f\left(\frac{\vec{r}-\vec{r}_{0}}{n\left(\vec{r}_{0}\right)^{\frac{1}{3}}}\right) \tag{1.42}
\end{equation*}
$$

The corresponding exchange-correlation energy per electron is

$$
\begin{equation*}
\epsilon_{x c}(\vec{r})=-\frac{1}{2} \int d^{3} r^{\prime} \frac{e^{2}}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|} f\left(\frac{\vec{r}-\overrightarrow{r^{\prime}}}{n(\vec{r})^{\frac{1}{3}}}\right) \tag{1.43}
\end{equation*}
$$



Fig. 1.7: $X_{\alpha}$ value obtained by comparison of the atomic energy with exact Hartree-Fock calculations as function of atomic number of the atom. $[25,26]$

If we introduce a variable transform

$$
\begin{equation*}
\vec{y}=\frac{\vec{r}-\overrightarrow{r^{\prime}}}{n(\vec{r})^{\frac{1}{3}}} \tag{1.44}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\epsilon_{x c}(\vec{r})=-n(\vec{r})^{\frac{1}{3}} \underbrace{\frac{1}{2} \int d^{3} y^{\prime} \frac{e^{2}}{4 \pi \epsilon_{0}|\vec{y}|} f(\vec{y})}_{=: C}=-C n^{\frac{1}{3}} \tag{1.45}
\end{equation*}
$$

where $C$ is a constant that is entirely defined by the shape function $f(\vec{r})$.
In general, the $X_{\alpha}$ method yields larger band gaps than density-functional theory. The latter severely underestimates band gaps. This is in accord with the tendency of Hartree Fock to overestimate band gaps. In contrast to Hartree Fock, however, the $X_{\alpha}$ method is superior for the description of metals because it does not lead to a vanishing density of states at the Fermi level, a well-known problem of the Hartree-Fock approximation.

## LDA, the big surprise

The first density functionals used in practice were based on the local-density approximation (LDA). The hole function for an electron at position $\vec{r}$ has been approximated by the one of a homogeneous electron gas with the same density as $n^{(1)}(\vec{r})$. The exchange-correlation energy for the homogeneous electron gas has been obtained by quantum Monte Carlo calculations [27] and analytic calculations [28]. The local-density approximation has been generalized early to local spin-density approximation (LSD) [29].

Truly surprising was how well the theory worked for real systems. Atomic distances could be determined within a few percent of the bond length and energy differences in solids were surprisingly good.

This was unexpected, because the density in real materials is far from homogeneous. Gunnarsson and Lundquist [20] explained this finding with sum rules that are obeyed by the local-density approximation: Firstly, the exchange-correlation energy depends only on the spherical average of the exchange-correlation hole. Of the radial hole density only the first moment contributes, while the second moment is fixed by the sum-rule that the electron density of the hole integrates to -1 . Thus we can use

$$
\begin{equation*}
\int d^{3} r \frac{e^{2} h\left(\vec{r}_{0}, \vec{r}\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\vec{r}_{0}\right|}=-\frac{e^{2}}{4 \pi \epsilon_{0}} \frac{\int_{0}^{\infty} d r r\left\langle h\left(\vec{r}_{0}, \overrightarrow{r^{\prime}}\right)\right\rangle_{\left|\vec{r}^{\prime}-\vec{r}_{0}\right|=r}}{\int_{0}^{\infty} d r r^{2}\left\langle h\left(\vec{r}_{0}, \overrightarrow{r^{\prime}}\right)\right\rangle_{\left|\vec{r}^{\prime}-\vec{r}_{0}\right|=r}} \tag{1.46}
\end{equation*}
$$

where the angular brackets imply the angular average of $\vec{r}^{\prime}-\vec{r}_{0}$. This dependence on the hole density is rather insensitive to small changes of the hole density. Even for an atom, the spherically averaged exchange hole closely resembles that of the homogeneous electron gas [4], as demonstrated in Fig. 1.8.


Fig. 1.8: Exchange hole of the nitrogen atom for an electron close to the nucleus (left) and further from the nucleus (right). As seen in the top figures, the true hole is centered at the nucleus, and the exchange hole of the free electron gas is centered on the electron. Despite the differences the integrands for the exchange energy, i.e. the spherical average multiplied by $\frac{1}{2} \cdot 4 \pi r^{2} \cdot \frac{e^{2}}{4 \pi \epsilon_{0} r}$, shown at the bottom, closely resembles each other. Redrawn from [4].

The main deficiency of the LDA was the strong overbinding with bond energies in error by about one electron volt. On the one hand, this rendered LDA useless for most applications in chemistry. On the other hand, the problem was hardly visible in solid state physics where bonds are rarely broken, but rearranged so that errors cancelled.

## GGA, entering chemistry

Being concerned about the large density variations in real materials, one tried to include the first terms of a Taylor expansion in the density gradients. These attempts failed miserably. The culprit has been a violation of the basic sum rules as pointed out by Perdew [30]. The cure was a cutoff for the gradient contributions at high gradients, which lead to the class of generalized gradient approximations (GGA) [31].


Fig. 1.9: Definition of the reduced gradient. The density gradient is made dimension-less by multiplication with the Seitz radius $r_{s}$ representing the average size of the exchange-correlation hole and by division by the density. The Seitz radius is defined a by $\frac{4 \pi}{3} r_{s}^{2} n=1$, where $n$ is the electron density. If the reduced gradient exceeds one the center of the exchange-correlation hole moves away from the electron to avoid negative two-particle densities.

Becke [32] provides an intuitive description for the workings of GGA's, which I will sketch here in a simplified manner: Becke uses an ansatz $E_{x c}=\int d^{3} r A(n(\vec{r})) F(x(\vec{r}))$ for the exchange-correlation energy where $n(\vec{r})$ is the local density and $x=|\vec{\nabla} n| / n^{\frac{4}{3}}$ is a dimensionless reduced gradient. Do not confuse this symbol with the combined position-and-spin coordinate $\vec{x}$. The function $A$ is simply the LDA expression and $F(x)$ is the so-called enhancement factor. The large-gradient limit of $F(x)$ is obtained from a simple physical argument:



Fig. 1.10: Left figure: reduced density gradient $x=|\vec{\nabla} n| / n^{\frac{4}{3}}$ of a silicon atom as function of distance from the nucleus demonstrating that the largest reduced gradients occur in the exponential tails. Right figure: additional contribution from the gradient correction (PBE versus PW91 LDA) of the exchange-correlation energy per electron. The figure demonstrates that the gradient correction stabilizes the tails of the wave function. The covalent radius of silicon is at $1.11 \AA$.

Somewhat surprisingly, the reduced gradient is largest not near the nucleus but in the exponentially
decaying charge-density tails as shown in Fig. 1.10. For an electron that is far from an atom, the hole is on the atom, because a hole can only be dug where electrons are. Thus the Coulomb interaction energy of the electron with its hole is $-\frac{e^{2}}{4 \pi \epsilon_{0} r}$, where $r$ is the distance of the reference electron from the atom. As shown in appendix 1.7.2, the enhancement factor can now be obtained by enforcing this behavior for exponentially decaying densities.

As a result, the exchange and correlation energy per electron in the tail region of the electron density falls of with the inverse distance in GGA, while it has a much faster, exponential decay in the LDA. Thus, the tail region is stabilized by GGA. This contribution acts like a negative "surface energy".

When a bond between two atoms is broken, the surface is increased. In GGA this bond-breaking process is more favorable than in LDA, and, hence, the bond is weakened. Thus the GGA cures the overbinding error of the LDA.

These gradient corrections greatly improved the bond energies and made density-functional theory useful also for chemists. The most widely distributed GGA functional is the Perdew-Burke-Ernzerhof (PBE) functional [33].

## Meta GGA's

The next level of density functionals are the so-called meta GGA's [34,35,36] that include not only the gradient of the density, but also the second derivatives of the density. These functionals can be reformulated so that the additional parameter is the kinetic-energy density instead of the second density derivatives. Perdew recommends his TPSS functional [37].

## Hybrid functionals

Another generation of functionals are hybrid functionals [38,39], which replace some of the exchange energy by the exact exchange

$$
\begin{equation*}
E_{X}^{H F}=-\frac{1}{2} \sum_{m, n} \bar{f}_{m} \bar{f}_{n} \int d^{4} x \int d^{4} x^{\prime} \frac{e^{2} \psi_{m}^{*}(\vec{x}) \psi_{n}(\vec{x}) \psi_{n}^{*}\left(\overrightarrow{x^{\prime}}\right) \psi_{m}\left(\overrightarrow{x^{\prime}}\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|} \tag{1.47}
\end{equation*}
$$

where $\bar{f}_{n}$ and the $\psi_{n}(\vec{x})$ are the Kohn-Sham occupations and wave functions, respectively.


Fig. 1.11: Demonstration of the guiding idea of behind hybrid functionals, namely adiabatic connection. The exchange-correlation energy can be written as an integral of the potential energy of exchange of interaction over the integration strength. This integrand may be approximated by an weighted average of the

The motivation for this approach goes back to the adiabatic connection formula [19, 40, 20]

$$
\begin{equation*}
E_{x c}[n(\vec{r})]=\int_{0}^{1} d \lambda U_{x c}^{\lambda \hat{W}}[n(\vec{r})]=\int d^{3} r n(\vec{r}) \int_{0}^{1} d \lambda \frac{1}{2} \int d^{3} r^{\prime} \frac{h_{\lambda}\left(\vec{r}, \overrightarrow{r^{\prime}}\right)}{4 \pi \epsilon\left|\vec{r}-\overrightarrow{r^{\prime}}\right|} \tag{1.48}
\end{equation*}
$$

which expresses the exchange-correlation energy as an integral of the potential energy of exchange and correlation over the interaction strength $\lambda$. Here the interaction in the Hamiltonian is scaled by a factor $\lambda$, leading to a $\lambda$-dependent universal functional $F^{\lambda \hat{W}}\left[n^{(1)}\right]$. The interaction energy can be expressed by

$$
\begin{align*}
F^{\hat{W}}[n] & =F^{0}[n]+\int_{0}^{1} d \lambda \frac{d}{d \lambda} F^{\lambda \hat{W}}[n] \\
& =T_{s}[n]+\frac{1}{2} \int d^{3} r \int d^{3} r^{\prime} \frac{e^{2} n(\vec{r}) n\left(\overrightarrow{r^{\prime}}\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|}+\int_{0}^{1} d \lambda U_{x c}^{\lambda \hat{W}}[n] \tag{1.49}
\end{align*}
$$

which leads via Eq. 1.32 to Eq. 1.48. Using perturbation theory, the derivative of $F^{\lambda \hat{W}}[n]$ simplifies to the expectation value $\langle\Psi(\lambda)| \hat{W}|\Psi(\lambda)\rangle$ of the interaction, which is the potential energy of exchange and correlation evaluated for a many-particle wave function obtained for the specified given interaction strength.

The underlying idea of the hybrid functionals is to interpolate the integrand between the end points. In the non-interacting limit, i.e. for $\lambda=0$ the integrand $U_{x c}^{\lambda \hat{W}}$ is exactly given by the exact exchange energy of Eq. 1.47 . For the full interaction, on the other hand, the LDA or GGA functionals are considered correctly. Thus a linear interpolation would yield

$$
\begin{equation*}
E_{x c}=\frac{1}{2}\left(U_{x c}^{0}+U_{x c}^{\hat{W}}\right)=\frac{1}{2}\left(E_{x}^{H F}+U_{x c}^{\hat{W}}\right)=E_{x c}^{G G A}+\frac{1}{2}\left(E_{x}^{H F}-E_{x}^{G G A}\right) . \tag{1.50}
\end{equation*}
$$

Depending on whether the $\lambda$-dependence is a straight line or whether it is convex, the weight factor may be equal or smaller than $\frac{1}{2}$. Perdew [41] has given arguments that a factor $\frac{1}{4}$ would actually be better than a factor $\frac{1}{2}$.

Hybrid functionals perform substantially better than GGA functionals regarding binding energies, band gaps and reaction energies. However, they are flawed for the description of solids. The reason is that the exact exchange hole in a solid is very extended. These long-range tails are screened away quickly when the interaction is turned on, because they are cancelled by the correlation. Effectively, we should use a smaller mixing factor for the long range part of the exchange hole. This can be taken into account, by cutting off the long-range part of the interaction for the calculation of the Hartree-Fock exchange [42]. This approach improves the results for band gaps while reducing the computational effort [43].

The effective cancellation of the long-ranged contribution of exchange with a similar contribution from correlation, which is also considered properly already in the LDA, is one of the explanation for the superiority of the LDA over the Hartree-Fock approximation.

The most widely used hybrid functional is the B3LYP functional [44], which is, however, obtained from a parameter fit to a database of simple molecules. The functional PBE0 [45, 46] is born out of the famous PBE GGA functional and is a widely distributed parameter-free functional.

## LDA+U and local hybrid functionals

Starting from a completely different context, Anisimov et. al. [47] introduced the so-called LDA+U method, which, as described below, has some similarities to the hybrid functionals above.

The main goal was to arrive at a proper description of transition metal oxides, which tend to be Mott insulators, while GGA calculations predict them often to be metals. The remedy was to add a correlation term ${ }^{9}$ [48] borrowed from the Hubbard model and to correct the resulting double counting

[^6]of the interactions by $E_{d c}$.
\[

$$
\begin{align*}
E & =E^{G G A}+\frac{1}{2} \sum_{R} \sum_{\alpha, \beta, \gamma, \delta \in \mathcal{C}_{R}} U_{\alpha, \beta, \gamma, \delta}\left(\rho_{\gamma, \alpha} \rho_{\delta, \beta}-\rho_{\delta, \alpha} \rho_{\gamma, \beta}\right)-E_{d c}  \tag{1.51}\\
U_{\alpha, \beta, \gamma, \delta} & =\int d^{4} x \int d^{4} x^{\prime} \frac{e^{2} \chi_{\alpha}^{*}(\vec{x}) \chi_{\beta}^{*}\left(\overrightarrow{x^{\prime}}\right) \chi_{\gamma}(\vec{x}) \chi_{\delta}\left(\overrightarrow{x^{\prime}}\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|}  \tag{1.52}\\
\rho_{\alpha, \beta} & =\left\langle\pi_{\alpha} \mid \psi_{n}\right\rangle f_{n}\left\langle\psi_{n} \mid \pi_{\beta}\right\rangle, \tag{1.53}
\end{align*}
$$
\]

where $\left|\chi_{\alpha}\right\rangle$ are atomic tight-binding orbitals and $\left|\pi_{\alpha}\right\rangle$ are their projector functions. ${ }^{10}$ The additional energy is a Hartree-Fock exchange energy, that only considers the exchange for specified sets of local orbitals. The exchange term does only consider a subset of orbitals $\mathcal{C}_{R}$ for each atom $R$ and it ignores the contribution involving orbitals centered on different atoms.

Novak et al. [49] made the connection to the hybrid functionals explicit and restricted the exact exchange contribution of a hybrid functional to only a shell of orbitals. While in the LDA+U method the bare Coulomb matrix elements are reduced by a screening factor, in the hybrid functionals it is the mixing factor that effectively plays the same role. Both LDA+U and the local hybrid method have in common that they radically remove the contribution of off-site matrix elements of the interaction. Tran et al. [50] applied this method to transition metal oxides and found results that are similar to those of the full implementation of hybrid functionals.

## Van der Waals interactions

One of the major difficulties for density functionals is the description of van der Waals forces, because it is due to the quantum mechanical synchronization of charge fluctuations on distinct molecules. I refer the reader to the work made in the group of Lundqvist [51,52,53].

### 1.6 Benchmarks, successes and failures

The development of density functionals has profited enormously from careful benchmark studies. The precondition is a data set of test cases for which reliable and accurate experimental data exist. The most famous data sets are the G1 and G2 databases [54,55,56,57] that have been set up to benchmark quantum-chemistry codes. Becke $[58,59,39,60,61]$ set a trend by using these large sets of test cases for systematic studies of density functionals. In order to separate out the accuracy of the density functionals, it is vital to perform these calculations on extremely accurate numerical methods. Becke used basis-set free calculations that were limited to small molecules while being extremely accurate. Paier et al. [62, 63, 64, 43] have later performed careful comparisons of two methods, Gaussian and the projector augmented-wave method, to single out the error of the electronic structure method.

Overall, the available density functionals predict molecular structures very well. Bond distances agree with the experiment often within one percent. Bond angles come out within a few degrees.

The quality of total energies depends strongly on the level of functionals used. On the LDA level bonds are overestimated in the 1 eV range, on the GGA level these errors are reduced to about 0.3 eV , and hybrid functionals reduce the error by another factor of 2 . The ultimate goal is to reach chemical accuracy, which is about 0.05 eV . Such an accuracy allows one to predict reaction rates at room temperature within a factor of 10 .

Band gaps are predicted to be too small with LDA and GGA. The so-called band gap problem has been one of the major issues during the development of density functionals. Hybrid functionals clearly

[^7]improve the situation. A problem is the description of materials with strong electron correlations. For LDA and GGA many insulating transition metal oxides are described as metals. This changes again for the hybrid functionals, which turns them into antiferromagnetic insulators, which is a dramatic improvement.

### 1.7 Appendix to chapter DFT

### 1.7.1 Model exchange-correlation energy

We consider a model with a constant density and a hole function that describes a situation, where all electrons of the same spin are repelled completely from a sphere centered at the reference electron

The hole function has the form

$$
h\left(\vec{r}, \vec{r}_{0}\right)= \begin{cases}-\frac{1}{2} n\left(\vec{r}_{0}\right) & \text { for }\left|\vec{r}-\vec{r}_{0}\right|<r_{h} \\ 0 & \text { otherwise }\end{cases}
$$

where $n(\vec{r})$ is the electron density and the hole radius $r_{h}=\sqrt[3]{\frac{2}{4 \pi n}}$ is the radius of the sphere, which is determined such that the exchange-correlation hole integrates to -1 , i.e. $\frac{4 \pi}{3} r_{h}^{3}\left(\frac{1}{2} n\right)=1$.

The potential of a homogeneously charged sphere with radius $r_{h}$ and one positive charge is

$$
v(r)=\frac{e^{2}}{4 \pi \epsilon_{0}} \begin{cases}-\frac{3}{2 r_{h}}+\frac{1}{2 r_{h}}\left(\frac{r}{r_{h}}\right)^{2} & \text { for } r \leq r_{h} \\ -\frac{1}{r} & \text { for } r>r_{h}\end{cases}
$$

where $r=\left|\vec{r}-\vec{r}_{0}\right|$.
With Eq. 1.14 we obtain for the potential contribution of the exchange-correlation energy

$$
U_{x c}=-\int d^{3} r n(\vec{r}) v(r=0)=-\int d^{3} r \frac{e^{2}}{4 \pi \epsilon_{0}} \frac{3}{4} \sqrt[3]{\frac{2 \pi}{3}} \cdot n^{\frac{4}{3}}
$$

### 1.7.2 Large-gradient limit of the enhancement factor

An exponentially decaying density

$$
\begin{equation*}
n(r)=\exp (-\lambda r) \tag{1.54}
\end{equation*}
$$

has a reduced gradient

$$
\begin{equation*}
x:=\frac{|\vec{\nabla} n|}{n^{\frac{4}{3}}}=\lambda \exp \left(+\frac{1}{3} \lambda r\right) \tag{1.55}
\end{equation*}
$$

We make the following ansatz for the exchange-correlation energy per electron

$$
\begin{equation*}
\epsilon_{x c}(n, x)=-C n^{\frac{1}{3}} F(x) \tag{1.56}
\end{equation*}
$$

where only the local exchange has been used and $C$ is a constant.
Enforcing the long-distance limit of the exchange-correlation energy per electron for exponentially decaying densities

$$
\begin{equation*}
\epsilon_{x c}\left((n(r), x(r))=-\frac{1}{2} \frac{e^{2}}{4 \pi \epsilon_{0} r}\right. \tag{1.57}
\end{equation*}
$$

yields

$$
\begin{equation*}
F(x)=\frac{e^{2}}{4 \pi \epsilon_{0} r(x) 2 C n^{\frac{1}{3}}(r(x))} \tag{1.58}
\end{equation*}
$$

Using Eqs. 1.54 and 1.55 , we express the radius and the density by the reduced gradient, i.e.

$$
\begin{align*}
& r(x)=-\frac{3}{\lambda}(\ln [\lambda]-\ln [x])  \tag{1.59}\\
& n(x)=n(r(x))=\lambda^{3} x^{-3} \tag{1.60}
\end{align*}
$$

and obtain

$$
\begin{align*}
& F(x)=\frac{e^{2}}{4 \pi \epsilon_{0}\left[-\frac{3}{\lambda}(\ln [\lambda]-\ln [x])\right]\left[2 C \lambda x^{-1}\right]}=\left(\frac{e^{2}}{4 \pi \epsilon_{0} \cdot 6 C}\right) \frac{x^{2}}{x \ln (\lambda)-x \ln (x)} \\
& \xrightarrow{x \rightarrow \infty}-\left(\frac{e^{2}}{4 \pi \epsilon_{0} \cdot 6 C}\right) \frac{x^{2}}{x \ln (x)} \tag{1.61}
\end{align*}
$$

Now we need to ensure that $F(0)=1$, so that the gradient correction vanishes for the homeneous electron gas, and that $F(x)=F(-x)$ to enforce spin reversal symmetry. There are several possible interpolations for these requirements, but the simplest is

$$
\begin{equation*}
F(x)=1-\frac{\beta x^{2}}{1+\frac{4 \pi \epsilon_{0}}{e^{2}} \cdot 6 C \beta x \cdot \operatorname{asinh}(x)} \tag{1.62}
\end{equation*}
$$

This is the enhancement factor for exchange used by Becke in his B88 functional [32].

## Chapter 2

## Electronic structure methods and the PAW method

This section is related to earlier versions [10, 11] written together with J. Kästner and C. Först.

### 2.1 Introduction

The main goal of electronic structure methods is to solve the Schrödinger equation for the electrons in a molecule or solid, to evaluate the resulting total energies, forces, response functions and other quantities of interest. In this chapter we describe the basic ideas behind the main electronic structure methods such as the pseudopotential and the augmented wave methods and provide selected pointers to contributions that are relevant for a beginner. We give particular emphasis to the Projector Augmented Wave (PAW) method developed by one of us, an electronic structure method for ab-initio molecular dynamics with full wavefunctions. We feel that provides the best insight into the common conceptional basis of the most widespread electronic structure methods in materials science.

The methods described below require as input only the charge and mass of the nuclei, the number of electrons and an initial atomic geometry. They predict binding energies accurate within a few tenths of an electron volt and bond-lengths in the 1-2 percent range. Currently, systems with few hundred atoms per unit cell can be handled. The dynamics of atoms can be studied up to tens of pico-seconds. Quantities related to energetics, the atomic structure and to the ground-state electronic structure can be extracted.

In order to lay a common ground and to define some of the symbols, let us briefly touch upon the density-functional theory $[2,3]$. It maps a description for interacting electrons, a nearly intractable problem, onto one of non-interacting electrons in an effective potential. Within density-functional theory, the total energy is written as

$$
\begin{align*}
& E\left[\left\{\psi_{n}(\vec{r})\right\},\left\{\vec{R}_{R}\right\}\right]=\sum_{n} f_{n}\left\langle\psi_{n}\right| \frac{\hat{\vec{p}}^{2}}{2 m_{e}}\left|\psi_{n}\right\rangle \\
& \quad+\frac{1}{2} \int d^{3} r \int d^{3} r^{\prime} \frac{e^{2}(n(\vec{r})+Z(\vec{r}))\left(n\left(\overrightarrow{r^{\prime}}\right)+Z\left(\overrightarrow{r^{\prime}}\right)\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|}+E_{x c}[n] \tag{2.1}
\end{align*}
$$

where $Z(\vec{r})=-\sum_{R} \mathcal{Z}_{R} \delta\left(\vec{r}-\vec{R}_{R}\right)$ is the nuclear charge density expressed in electron charges. $Z_{R}$ is the atomic number of a nucleus at position $\vec{R}_{R}$.

The electronic ground state is determined by minimizing the total energy functional $E\left[\Psi_{n}\right]$ of Eq. 2.1 at a fixed ionic geometry. The one-particle wave functions have to be orthogonal. This constraint is implemented with the method of Lagrange multipliers. We obtain the ground-state
wave functions from the extremum condition for

$$
\begin{equation*}
Y\left[\left\{\left|\psi_{n}\right\rangle\right\}, \Lambda\right]=E\left[\left\{\left|\psi_{n}\right\rangle\right\}\right]-\sum_{n, m}\left[\left\langle\psi_{n} \mid \psi_{m}\right\rangle-\delta_{n, m}\right] \Lambda_{m, n} \tag{2.2}
\end{equation*}
$$

with respect to the wavefunctions and the Lagrange multipliers $\Lambda_{m, n}$. The extremum condition for the wavefunctions has the form

$$
\begin{equation*}
\hat{H}\left|\psi_{n}\right\rangle f_{n}=\sum_{m}\left|\psi_{m}\right\rangle \Lambda_{m, n}, \tag{2.3}
\end{equation*}
$$

where $\hat{H}=\frac{1}{2 m_{e}} \hat{\vec{p}}^{2}+\hat{V}_{\text {eff }}$ is the effective one-particle Hamilton operator.
The corresponding effective potential depends itself on the electron density via

$$
\begin{equation*}
v_{e f f}(\vec{r})=\int d^{3} r^{\prime} \frac{e^{2}\left(n\left(\overrightarrow{r^{\prime}}\right)+Z\left(\overrightarrow{r^{\prime}}\right)\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|}+\mu_{x c}(\vec{r}) \tag{2.4}
\end{equation*}
$$

where $\mu_{x c}(\vec{r})=\frac{\delta E_{x c}[n(\vec{r})]}{\delta n(\vec{r})}$ is the functional derivative of the exchange and correlation functional.
After a unitary transformation that diagonalizes the matrix of Lagrange multipliers $\boldsymbol{\Lambda}$, we obtain the Kohn-Sham equations

$$
\begin{equation*}
\hat{H}\left|\psi_{n}\right\rangle=\left|\psi_{n}\right\rangle \epsilon_{n} \tag{2.5}
\end{equation*}
$$

The one-particle energies $\epsilon_{n}$ are the eigenvalues of the matrix with the elements $\Lambda_{n, m}\left(f_{n}+f_{m}\right) /\left(2 f_{n} f_{m}\right)$ [65].

The one-electron Schrödinger equations, namely the Kohn-Sham equations given in Eq. 1.24, still pose substantial numerical difficulties: (1) in the atomic region near the nucleus, the kinetic energy of the electrons is large, resulting in rapid oscillations of the wavefunction that require fine grids for an accurate numerical representation. On the other hand, the large kinetic energy makes the Schrödinger equation stiff, so that a change of the chemical environment has little effect on the shape of the wavefunction. Therefore, the wavefunction in the atomic region can be represented well already by a small basis set. (2) In the bonding region between the atoms the situation is opposite. The kinetic energy is small and the wavefunction is smooth. However, the wavefunction is flexible and responds strongly to the environment. This requires large and nearly complete basis sets.

Combining these different requirements is non-trivial and various strategies have been developed.

- The atomic point of view has been most appealing to quantum chemists. Basis functions are chosen that resemble atomic orbitals. This choice exploits that the wavefunction in the atomic region can be described by a few basis functions, while the chemical bond is described by the overlapping tails of these atomic orbitals. Most techniques in this class are a compromise of, on the one hand, a well adapted basis set, where the basis functions are difficult to handle, and, on the other hand, numerically convenient basis functions such as Gaussians, where the inadequacies are compensated by larger basis sets.
- Pseudopotentials regard an atom as a perturbation of the free electron gas. The most natural basis functions for the free electron gas are plane waves. Plane-wave basis sets are in principle complete and suitable for sufficiently smooth wavefunctions. The disadvantage of the comparably large basis sets required is offset by their extreme numerical simplicity. Finite plane-wave expansions are, however, absolutely inadequate to describe the strong oscillations of the wavefunctions near the nucleus. In the pseudopotential approach the Pauli repulsion by the core electrons is therefore described by an effective potential that expels the valence electrons from the core region. The resulting wavefunctions are smooth and can be represented well by plane waves. The price to pay is that all information on the charge density and wavefunctions near the nucleus is lost.
- Augmented-wave methods compose their basis functions from atom-like wavefunctions in the atomic regions and a set of functions, called envelope functions, appropriate for the bonding in between. Space is divided accordingly into atom-centered spheres, defining the atomic regions, and an interstitial region in between. The partial solutions of the different regions are matched with value and derivative at the interface between atomic and interstitial regions.

The projector augmented-wave method is an extension of augmented wave methods and the pseudopotential approach, which combines their traditions into a unified electronic structure method.

After describing the underlying ideas of the various approaches, let us briefly review the history of augmented wave methods and the pseudopotential approach. We do not discuss the atomic-orbital based methods, because our focus is the PAW method and its ancestors.

### 2.2 Augmented wave methods

The augmented wave methods have been introduced in 1937 by Slater [66]. His method was called augmented plane-wave (APW) method. Later Korringa [67], Kohn and Rostoker [68] modified the idea, which lead to the so-called KKR method. The basic idea behind the augmented wave methods has been to consider the electronic structure as a scattered-electron problem: Consider an electron beam, represented by a plane wave, traveling through a solid. It undergoes multiple scattering at the atoms. If, for some energy, the outgoing scattered waves interfere destructively, so that the electrons can not escape, a bound state has been determined. This approach can be translated into a basis-set method with energy- and potential-dependent basis functions. In order to make the scattered wave problem tractable, a model potential had to be chosen: The so-called muffin-tin potential approximates the true potential by a potential that is spherically symmetric in the atomic regions, and constant in between.

Augmented-wave methods reached adulthood in the 1970s: O. K. Andersen [69] showed that the energy dependent basis set of Slater's APW method can be mapped onto one with energy independent basis functions by linearizing the partial waves for the atomic regions with respect to their energy. In the original APW approach, one had to determine the zeros of the determinant of an energy dependent matrix, a nearly intractable numerical problem for complex systems. With the new energy independent basis functions, however, the problem is reduced to the much simpler generalized eigenvalue problem, which can be solved using efficient numerical techniques. Furthermore, the introduction of well defined basis sets paved the way for full-potential calculations [70]. In that case, the muffin-tin approximation is used solely to define the basis set $\left|\chi_{i}\right\rangle$, while the matrix elements $\left\langle\chi_{i}\right| H\left|\chi_{j}\right\rangle$ of the Hamiltonian are evaluated with the full potential.

In the augmented wave methods one constructs the basis set for the atomic region by solving the radial Schrödinger equation for the spherically averaged effective potential

$$
\begin{equation*}
\left[\frac{-\hbar^{2}}{2 m_{e}} \vec{\nabla}^{2}+v_{e f f}(\vec{r})-\epsilon\right] \phi_{\ell, m}(\epsilon, \vec{r})=0 \tag{2.6}
\end{equation*}
$$

as function of the energy. Note that a partial wave $\phi_{\ell, m}(\epsilon, \vec{r})$ is an angular-momentum eigenstate and can be expressed as a product of a radial function and a spherical harmonic. The energy-dependent partial wave is expanded in a Taylor expansion about some reference energy $\epsilon_{\nu, \ell}$

$$
\begin{equation*}
\phi_{\ell, m}(\epsilon, \vec{r})=\phi_{\nu, \ell, m}(\vec{r})+\left(\epsilon-\epsilon_{\nu, \ell}\right) \dot{\phi}_{\nu, \ell, m}(\vec{r})+O\left(\left(\epsilon-\epsilon_{\nu, \ell}\right)^{2}\right), \tag{2.7}
\end{equation*}
$$

where $\phi_{\nu, \ell, m}(\vec{r})=\phi_{\ell, m}\left(\epsilon_{\nu, \ell,}, \vec{r}\right)$. The energy derivative of the partial wave $\dot{\phi}_{\nu, \ell, m}(\vec{r})=\left.\frac{\partial \phi_{\ell, m}(\epsilon, \vec{r})}{\partial \epsilon}\right|_{\epsilon_{\nu, \ell}}$ is obtained from the energy derivative of the Schrödinger equation

$$
\begin{equation*}
\left[\frac{-\hbar^{2}}{2 m_{e}} \vec{\nabla}^{2}+v_{e f f}(\vec{r})-\epsilon_{\nu, \ell}\right] \dot{\phi}_{\nu, \ell, m}(\vec{r})=\phi_{\nu, \ell, m}(\vec{r}) . \tag{2.8}
\end{equation*}
$$

Next, one starts from a regular basis set, such as plane waves, Gaussians or Hankel functions. These basis functions are called envelope functions $\left|\tilde{\chi}_{i}\right\rangle$. Within the atomic region they are replaced by the partial waves and their energy derivatives, such that the resulting wavefunction $\chi_{i}(\vec{r})$ is continuous and differentiable. The augmented envelope function has the form

$$
\begin{equation*}
\chi_{i}(\vec{r})=\tilde{\chi}_{i}(\vec{r})-\sum_{R} \theta_{R}(\vec{r}) \tilde{\chi}_{i}(\vec{r})+\sum_{R, \ell, m} \theta_{R}(\vec{r})\left[\phi_{\nu, R, \ell, m}(\vec{r}) a_{R, \ell, m, i}+\dot{\phi}_{\nu, R, \ell, m}(\vec{r}) b_{R, \ell, m, i}\right] . \tag{2.9}
\end{equation*}
$$

$\theta_{R}(\vec{r})$ is a step function that is unity within the augmentation sphere centered at $\vec{R}_{R}$ and zero elsewhere. The augmentation sphere is atom-centered and has a radius about equal to the covalent radius. This radius is called the muffin-tin radius, if the spheres of neighboring atoms touch. These basis functions describe only the valence states; the core states are localized within the augmentation sphere and are obtained directly by a radial integration of the Schrödinger equation within the augmentation sphere.

The coefficients $a_{R, \ell, m, i}$ and $b_{R, \ell, m, i}$ are obtained for each $\left|\tilde{\chi}_{i}\right\rangle$ as follows: The envelope function is decomposed around each atomic site into spherical harmonics multiplied by radial functions

$$
\begin{equation*}
\tilde{\chi}_{i}(\vec{r})=\sum_{\ell, m} u_{R, \ell, m, i}\left(\left|\vec{r}-\vec{R}_{R}\right|\right) Y_{\ell, m}\left(\vec{r}-\vec{R}_{R}\right) . \tag{2.10}
\end{equation*}
$$

Analytical expansions for plane waves, Hankel functions or Gaussians exist. The radial parts of the partial waves $\phi_{\nu, R, \ell, m}$ and $\dot{\phi}_{\nu, R, \ell, m}$ are matched with value and derivative to $u_{R, \ell, m, i}(|\vec{r}|)$, which yields the expansion coefficients $a_{R, \ell, m, i}$ and $b_{R, \ell, m, i}$.

If the envelope functions are plane waves, the resulting method is called the linear augmented plane-wave (LAPW) method. If the envelope functions are Hankel functions, the method is called linear muffin-tin orbital (LMTO) method.

A good review of the LAPW method [69] has been given by Singh [71]. Let us now briefly mention the major developments of the LAPW method: Soler [72] introduced the idea of additive augmentation: While augmented plane waves are discontinuous at the surface of the augmentation sphere if the expansion in spherical harmonics in Eq. 2.9 is truncated, Soler replaced the second term in Eq. 2.9 by an expansion of the plane wave with the same angular momentum truncation as in the third term. This dramatically improved the convergence of the angular momentum expansion. Singh [73] introduced so-called local orbitals, which are non-zero only within a muffin-tin sphere, where they are superpositions of $\phi$ and $\dot{\phi}$ functions from different expansion energies. Local orbitals substantially increase the energy transferability. Sjöstedt [74] relaxed the condition that the basis functions are differentiable at the sphere radius. In addition she introduced local orbitals, which are confined inside the sphere, and that also have a kink at the sphere boundary. Due to the large energy cost of kinks, they will cancel, once the total energy is minimized. The increased variational degree of freedom in the basis leads to a dramatically improved plane-wave convergence [75].

The second variant of the linear methods is the LMTO method [69]. A good introduction into the LMTO method is the book by Skriver [76]. The LMTO method uses Hankel functions as envelope functions. The atomic spheres approximation (ASA) provides a particularly simple and efficient approach to the electronic structure of very large systems. In the ASA the augmentation spheres are blown up so that the sum of their volumes is equal to the total volume. Then, the first two terms in Eq. 2.9 are ignored. The main deficiency of the LMTO-ASA method is the limitation to structures that can be converted into a closed packed arrangement of atomic and empty spheres. Furthermore, energy differences due to structural distortions are often qualitatively incorrect. Full potential versions of the LMTO method, that avoid these deficiencies of the ASA have been developed. The construction of tight binding orbitals as superposition of muffin-tin orbitals [77] showed the underlying principles of the empirical tight-binding method and prepared the ground for electronic structure methods that scale linearly instead of with the third power of the number of atoms. The third generation LMTO [78] allows to construct true minimal basis sets, which require only one orbital per electron pair for insulators. In addition, they can be made arbitrarily accurate in the valence band region, so that a matrix diagonalization becomes unnecessary. The
first steps towards a full-potential implementation, that promises a good accuracy, while maintaining the simplicity of the LMTO-ASA method, are currently under way. Through the minimal basis-set construction the LMTO method offers unrivaled tools for the analysis of the electronic structure and has been extensively used in hybrid methods combining density-functional theory with model Hamiltonians for materials with strong electron correlations [79].

### 2.3 Pseudopotentials

Pseudopotentials have been introduced to (1) avoid describing the core electrons explicitly and (2) to avoid the rapid oscillations of the wavefunction near the nucleus, which normally require either complicated or large basis sets.

The pseudopotential approach can be traced back to 1940 when C. Herring invented the orthogonalized plane-wave method [80]. Later, Phillips [81] and Antončík [82] replaced the orthogonality condition by an effective potential, which mimics the Pauli repulsion by the core electrons and thus compensates the electrostatic attraction by the nucleus. In practice, the potential was modified, for example, by cutting off the singular potential of the nucleus at a certain value. This was done with a few parameters that have been adjusted to reproduce the measured electronic band structure of the corresponding solid.

Hamann, Schlüter and Chiang [83] showed in 1979 how pseudopotentials can be constructed in such a way that their scattering properties are identical to that of an atom to first order in energy. These first-principles pseudopotentials relieved the calculations from the restrictions of empirical parameters. Highly accurate calculations have become possible especially for semiconductors and simple metals. An alternative approach towards first-principles pseudopotentials by Zunger and Cohen[84] even preceded the one mentioned above.

## The idea behind the pseudopotential construction

In order to construct a first-principles pseudopotential, one starts out with an all-electron densityfunctional calculation for a spherical atom. Such calculations can be performed efficiently on radial grids. They yield the atomic potential and wavefunctions $\phi_{\ell, m}(\vec{r})$. Due to the spherical symmetry, the radial parts of the wavefunctions for different magnetic quantum numbers $m$ are identical.

For the valence wavefunctions one constructs pseudo wavefunctions $\left|\tilde{\phi}_{\ell, m}\right\rangle$. There are numerous ways [85, 86, 87, 88] to construct those pseudo wavefunctions: Pseudo wave functions are identical to the true wave functions outside the augmentation region, which is called core region in the context of the pseudopotential approach. Inside the augmentation region the pseudo wavefunction should be nodeless and have the same norm as the true wavefunctions, that is $\left\langle\tilde{\phi}_{\ell, m} \mid \tilde{\phi}_{\ell, m}\right\rangle=\left\langle\phi_{\ell, m} \mid \phi_{\ell, m}\right\rangle$ (compare Figure 2.1).

From the pseudo wavefunction, a potential $u_{\ell}(\vec{r})$ can be reconstructed by inverting the respective Schrödinger equation, i.e.

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m_{e}} \vec{\nabla}^{2}+u_{\ell}(\vec{r})-\epsilon_{\ell, m}\right] \tilde{\phi}_{\ell, m}(\vec{r})=0 \quad \Rightarrow \quad u_{\ell}(\vec{r})=\epsilon+\frac{1}{\tilde{\phi}_{\ell, m}(\vec{r})} \cdot \frac{\hbar^{2}}{2 m_{e}} \vec{\nabla}^{2} \tilde{\phi}_{\ell, m}(\vec{r}) \tag{2.11}
\end{equation*}
$$

This potential $u_{\ell}(\vec{r})$ (compare Figure 2.1), which is also spherically symmetric, differs from one main angular momentum $\ell$ to the other. Note, that this inversion of the Schrödinger equation works only if the wave functions are nodeless.

Next we define an effective pseudo Hamiltonian

$$
\begin{equation*}
\hat{\tilde{H}}_{\ell}=-\frac{\hbar^{2}}{2 m_{e}} \vec{\nabla}^{2}+v_{\ell}^{p s}(\vec{r})+\int d^{3} r^{\prime} \frac{e^{2}\left(\tilde{n}\left(\vec{r}^{\prime}\right)+\tilde{Z}\left(\vec{r}^{\prime}\right)\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|}+\mu_{x c}([n(\vec{r})], \vec{r}), \tag{2.12}
\end{equation*}
$$

where $\mu_{x c}(\vec{r})=\delta E_{x c}[n] / \delta n(\vec{r})$ is the functional derivative of the exchange and correlation energy with respect to the electron density. Then, we determine the pseudopotentials $v_{\ell}^{p s}$ such that the


Fig. 2.1: Illustration of the pseudopotential concept at the example of the $3 s$ wavefunction of Si. The solid line shows the radial part of the pseudo wavefunction $\tilde{\phi}_{\ell, m}$. The dashed line corresponds to the all-electron wavefunction $\phi_{\ell, m}$, which exhibits strong oscillations at small radii. The angular momentum dependent pseudopotential $u_{\ell}$ (dash-dotted line) deviates from the all-electron potential $v_{\text {eff }}$ (dotted line) inside the augmentation region. The data are generated by the fhi98PP code [89].
pseudo Hamiltonian produces the pseudo wavefunctions, that is

$$
\begin{equation*}
v_{\ell}^{p s}(\vec{r})=u_{\ell}(\vec{r})-\int d^{3} r^{\prime} \frac{e^{2}\left(\tilde{n}\left(\vec{r}^{\prime}\right)+\tilde{Z}\left(\vec{r}^{\prime}\right)\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|}-\mu_{x c}([\tilde{n}(\vec{r})], \vec{r}) . \tag{2.13}
\end{equation*}
$$

This process is called "unscreening".
$\tilde{Z}(\vec{r})$ mimics the charge density of the nucleus and the core electrons. It is usually an atomcentered, spherical Gaussian that is normalized to the charge of nucleus and core electrons of that atom. In the pseudopotential approach, $\tilde{Z}_{R}(\vec{r})$ does not change with the potential. The pseudo density $\tilde{n}(\vec{r})=\sum_{n} f_{n} \tilde{\psi}_{n}^{*}(\vec{r}) \tilde{\psi}_{n}(\vec{r})$ is constructed from the pseudo wavefunctions.

In this way, we obtain a different potential for each angular momentum channel. In order to apply these potentials to a given wavefunction, the wavefunction must first be decomposed into angular momenta. Then each component is applied to the pseudopotential $v_{\ell}^{p s}$ for the corresponding angular momentum.

The pseudopotential defined in this way can be expressed in a semi-local form ${ }^{1}$

$$
\begin{equation*}
v^{p s}\left(\vec{r}, \vec{r}^{\prime}\right)=\bar{v}(\vec{r}) \delta\left(\vec{r}-\vec{r}^{\prime}\right)+\sum_{\ell, m}\left[Y_{\ell, m}(\vec{r})\left[v_{\ell}^{p s}(\vec{r})-\bar{v}(\vec{r})\right] \frac{\delta\left(|\vec{r}|-\left|\vec{r}^{\prime}\right|\right)}{|\vec{r}|^{2}} Y_{\ell, m}^{*}\left(\vec{r}^{\prime}\right)\right] \tag{2.14}
\end{equation*}
$$

The local potential $\bar{v}(\vec{r})$ only acts on those angular momentum components that are not already considered explicitly in the non-local, angular-momentum dependent pseudopotentials $v_{l}^{p s}$. Typically it is chosen to cancel the most expensive nonlocal terms, the one corresponding to the highest physically relevant angular momentum.

The pseudopotential $v^{p s}\left(\vec{r}, \overrightarrow{r^{\prime}}\right)$ is non-local as its depends on two position arguments, $\vec{r}$ and $\vec{r}^{\prime}$. The expectation values are evaluated as a double integral

$$
\begin{equation*}
\langle\tilde{\psi}| \hat{v}_{p s}|\tilde{\psi}\rangle=\int d^{3} r \int d^{3} r^{\prime} \tilde{\psi}^{*}(\vec{r}) v^{p s}\left(\vec{r}, \vec{r}^{\prime}\right) \tilde{\psi}\left(\vec{r}^{\prime}\right) \tag{2.15}
\end{equation*}
$$

[^8]The semi-local form of the pseudopotential given in Eq. 2.14 is computationally expensive. Therefore, in practice one uses a separable form of the pseudopotential [90, 91, 92]

$$
\begin{equation*}
\hat{v}^{p s} \approx \sum_{i, j} \hat{v}^{p s}\left|\tilde{\phi}_{i}\right\rangle\left[\left\langle\tilde{\phi}_{j}\right| \hat{v}^{p s}\left|\tilde{\phi}_{i}\right\rangle\right]_{i, j}^{-1}\left\langle\tilde{\phi}_{j}\right| \hat{v}^{p s} \tag{2.16}
\end{equation*}
$$

Thus, the projection onto spherical harmonics used in the semi-local form of Eq. 2.14 is replaced by a projection onto angular momentum dependent functions $\hat{v}^{p s}\left|\tilde{\phi}_{i}\right\rangle$.

The indices $i$ and $j$ are composite indices containing the atomic-site index $R$, the angular momentum quantum numbers $\ell, m$ and an additional index $\alpha$. The index $\alpha$ distinguishes partial waves with otherwise identical indices $R, \ell, m$ when more than one partial wave per site and angular momentum is allowed. The partial waves may be constructed as eigenstates of the hamiltonian with the pseudopotential $\hat{v}_{l}^{p s}$ for a set of energies.

One can show that the identity of Eq. 2.16 holds by applying a wavefunction $|\tilde{\psi}\rangle=\sum_{i}\left|\tilde{\phi}_{i}\right\rangle c_{i}$ to both sides. If the set of pseudo partial waves $\left|\tilde{\phi}_{i}\right\rangle$ in Eq. 2.16 is complete, the identity is exact. The advantage of the separable form is that $\langle\tilde{\phi}| \hat{v}^{p s}$ is treated as one function, so that expectation values are reduced to combinations of simple scalar products $\left\langle\tilde{\phi}_{i}\right| \hat{v}^{p s}|\tilde{\psi}\rangle$.

The total energy of the pseudopotential method can be written in the form

$$
\begin{align*}
E= & \sum_{n} f_{n}\left\langle\tilde{\psi}_{n}\right| \frac{\hat{\vec{p}}^{2}}{2 m_{e}}\left|\tilde{\psi}_{n}\right\rangle+E_{\text {self }}+\sum_{n} f_{n}\left\langle\tilde{\psi}_{n}\right| \hat{v}_{p s}\left|\tilde{\psi}_{n}\right\rangle \\
& +\frac{1}{2} \int d^{3} r \int d^{3} r^{\prime} \frac{e^{2}(\tilde{n}(\vec{r})+\tilde{Z}(\vec{r}))\left(\tilde{n}\left(\vec{r}^{\prime}\right)+\tilde{Z}\left(\vec{r}^{\prime}\right)\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\vec{r}^{\prime}\right|}+E_{x c}[\tilde{n}(\vec{r})] . \tag{2.17}
\end{align*}
$$

The constant $E_{\text {self }}$ is adjusted such that the total energy of the atom is the same for an all-electron calculation and the pseudopotential calculation.

For the atom, from which it has been constructed, this construction guarantees that the pseudopotential method produces the correct one-particle energies for the valence states and that the wave functions have the desired shape.

While pseudopotentials have proven to be accurate for a large variety of systems, there is no strict guarantee that they produce the same results as an all-electron calculation, if they are used in a molecule or solid. The error sources can be divided into two classes:

- Energy transferability problems: Even for the potential of the reference atom, the scattering properties are accurate only in given energy window.
- Charge transferability problems: In a molecule or crystal, the potential differs from that of the isolated atom. The pseudopotential, however, is strictly valid only for the isolated atom.

The plane-wave basis set for the pseudo wavefunctions is defined by the shortest wave length $\lambda=2 \pi /|\vec{G}|$, where $\vec{G}$ is the wave vector, via the so-called plane-wave cutoff $E_{P W}=\frac{\hbar^{2} G_{\text {max }}^{2}}{2 m_{e}}$ with $G_{\text {max }}=\max \{|\vec{G}|\}$. It is often specified in Rydberg ( $1 \mathrm{Ry}=\frac{1}{2} \mathrm{H} \approx 13.6 \mathrm{eV}$ ). The plane-wave cutoff is the highest kinetic energy of all basis functions. The basis-set convergence can systematically be controlled by increasing the plane-wave cutoff.

The charge transferability is substantially improved by including a nonlinear core correction [93] into the exchange-correlation term of Eq. 2.17. Hamann [94] showed how to construct pseudopotentials also from unbound wavefunctions. Vanderbilt [95, 96] generalized the pseudopotential method to non-normconserving pseudopotentials, so-called ultra-soft pseudopotentials, which dramatically improves the basis-set convergence. The formulation of ultra-soft pseudopotentials has already many similarities with the projector augmented-wave method. Truncated separable pseudopotentials suffer sometimes from so-called ghost states. These are unphysical core-like states, which render the pseudopotential useless. These problems have been discussed by Gonze [97]. Quantities such as hyperfine parameters that depend on the full wavefunctions near the nucleus, can be extracted approximately
[98]. Good reviews of the pseudopotential methodology have been written by Payne et al.[99] and Singh [71].

In 1985 R. Car and M. Parrinello published the ab-initio molecular dynamics method [100]. Simulations of the atomic motion have become possible on the basis of state-of-the-art electronic structure methods. Besides making dynamical phenomena and finite temperature effects accessible to electronic structure calculations, the ab-initio molecular dynamics method also introduced a radically new way of thinking into electronic structure methods. Diagonalization of a Hamilton matrix has been replaced by classical equations of motion for the wavefunction coefficients. If one applies friction, the system is quenched to the ground state. Without friction truly dynamical simulations of the atomic structure are performed. By using thermostats [101, 102, 103, 104], simulations at constant temperature can be performed. The Car-Parrinello method treats electronic wavefunctions and atomic positions on an equal footing.

### 2.4 Projector augmented-wave method

The Car-Parrinello method had been implemented first for the pseudopotential approach. There seemed to be insurmountable barriers against combining the new technique with augmented wave methods. The main problem was related to the potential dependent basis set used in augmented wave methods: the Car-Parrinello method requires a well defined and unique total energy functional of atomic positions and basis set coefficients. Furthermore the analytic evaluation of the first partial derivatives of the total energy with respect to wave functions, $\frac{\partial E}{\partial\left\langle\psi_{n}\right|}=\hat{H}\left|\psi_{n}\right\rangle f_{n}$, and atomic positions, the forces $\vec{F}_{j}=-\vec{\nabla}_{j} E$, must be possible. Therefore, it was one of the main goals of the PAW method to introduce energy and potential independent basis sets, which were as accurate as the previously used augmented basis sets. Other requirements have been: (1) The method should at least match the efficiency of the pseudopotential approach for Car-Parrinello simulations. (2) It should become an exact theory when converged and (3) its convergence should be easily controlled. We believe that these criteria have been met, which explains why the use of the PAW method has become increasingly widespread today.

## Transformation theory

At the root of the PAW method lies a transformation that maps the true wavefunctions with their complete nodal structure onto auxiliary wavefunctions that are numerically convenient. We aim for smooth auxiliary wavefunctions, which have a rapidly convergent plane-wave expansion. With such a transformation we can expand the auxiliary wave functions into a convenient basis set such as plane waves, and evaluate all physical properties after reconstructing the related physical (true) wavefunctions.

Let us denote the physical one-particle wavefunctions as $\left|\psi_{n}\right\rangle$ and the auxiliary wavefunctions as $\left|\tilde{\psi}_{n}\right\rangle$. Note that the tilde refers to the representation of smooth auxiliary wavefunctions and $n$ is the label for a one-particle state and contains a band index, a $k$-point and a spin index. The transformation from the auxiliary to the physical wave functions is denoted by $\hat{\mathcal{T}}$, i.e.

$$
\begin{equation*}
\left|\psi_{n}\right\rangle=\hat{\mathcal{T}}\left|\tilde{\psi}_{n}\right\rangle . \tag{2.18}
\end{equation*}
$$

Now we express the constrained density functional $F$ of Eq. 2.2 in terms of our auxiliary wavefunctions

$$
\begin{equation*}
F\left[\left\{\hat{\mathcal{T}}\left|\tilde{\psi}_{n}\right\rangle\right\},\left\{\Lambda_{m, n}\right\}\right]=E\left[\left\{\hat{\mathcal{T}}\left|\tilde{\psi}_{n}\right\rangle\right\}\right]-\sum_{n, m}\left[\left\langle\tilde{\psi}_{n}\right| \hat{\mathcal{T}}^{\dagger} \hat{\mathcal{T}}\left|\tilde{\psi}_{m}\right\rangle-\delta_{n, m}\right] \Lambda_{m, n} \tag{2.19}
\end{equation*}
$$

The variational principle with respect to the auxiliary wavefunctions yields

$$
\begin{equation*}
\hat{\mathcal{T}}^{\dagger} \hat{H} \hat{\mathcal{T}}\left|\tilde{\psi}_{n}\right\rangle=\hat{\mathcal{T}}^{\dagger} \hat{\mathcal{T}}\left|\tilde{\psi}_{n}\right\rangle \epsilon_{n} . \tag{2.20}
\end{equation*}
$$

Again, we obtain a Schrödinger-like equation (see derivation of Eq. 2.5), but now the Hamilton operator has a different form, $\hat{\tilde{H}}=\hat{\mathcal{T}}^{\dagger} \hat{H} \hat{\mathcal{T}}$, an overlap operator $\hat{\tilde{O}}=\hat{\mathcal{T}}^{\dagger} \hat{\mathcal{T}}$ occurs, and the resulting auxiliary wavefunctions are smooth.

When we evaluate physical quantities, we need to evaluate expectation values of an operator $\hat{A}$, which can be expressed in terms of either the true or the auxiliary wavefunctions, i.e.

$$
\begin{equation*}
\langle\hat{A}\rangle=\sum_{n} f_{n}\left\langle\psi_{n}\right| \hat{A}\left|\psi_{n}\right\rangle=\sum_{n} f_{n}\left\langle\tilde{\psi}_{n}\right| \hat{\mathcal{T}}^{\dagger} \hat{A} \hat{\mathcal{T}}\left|\tilde{\psi}_{n}\right\rangle . \tag{2.21}
\end{equation*}
$$

In the representation of auxiliary wavefunctions we need to use transformed operators $\hat{\tilde{A}}=\hat{\mathcal{T}}^{\dagger} \hat{A} \hat{\mathcal{T}}$. As it is, this equation only holds for the valence electrons. The core electrons are treated differently, as will be shown below.

The transformation takes us conceptionally from the world of pseudopotentials to that of augmented wave methods, which deal with the full wavefunctions. We will see that our auxiliary wavefunctions, which are simply the plane-wave parts of the full wavefunctions, translate into the wavefunctions of the pseudopotential approach. In the PAW method the auxiliary wavefunctions are used to construct the true wavefunctions and the total energy functional is evaluated from the latter. Thus it provides the missing link between augmented wave methods and the pseudopotential method, which can be derived as a well-defined approximation of the PAW method.

In the original paper [65], the auxiliary wavefunctions were termed pseudo wavefunctions and the true wavefunctions were termed all-electron wavefunctions, in order to make the connection more evident. We avoid this notation here, because it resulted in confusion in cases, where the correspondence is not clear-cut.

## Transformation operator

So far we have described how we can determine the auxiliary wave functions of the ground state and how to obtain physical information from them. What is missing is a definition of the transformation operator $\hat{\mathcal{T}}$.

The operator $\hat{\mathcal{T}}$ has to modify the smooth auxiliary wave function in each atomic region, so that the resulting wavefunction has the correct nodal structure. Therefore, it makes sense to write the transformation as identity plus a sum of atomic contributions $\hat{\mathcal{S}}_{R}$

$$
\begin{equation*}
\hat{\mathcal{T}}=\hat{1}+\sum_{R} \hat{\mathcal{S}}_{R} . \tag{2.22}
\end{equation*}
$$

For every atom, $\hat{\mathcal{S}}_{R}$ adds the difference between the true and the auxiliary wavefunction.
The local terms $\hat{\mathcal{S}}_{R}$ are defined in terms of solutions $\left|\phi_{i}\right\rangle$ of the Schrödinger equation for the isolated atoms. This set of partial waves $\left|\phi_{i}\right\rangle$ will serve as a basis set so that, near the nucleus, all relevant valence wavefunctions can be expressed as superposition of the partial waves with yet unknown coefficients as

$$
\begin{equation*}
\psi(\vec{r})=\sum_{i \in R} \phi_{i}(\vec{r}) c_{i} \quad \text { for } \quad\left|\vec{r}-\vec{R}_{R}\right|<r_{c, R} \tag{2.23}
\end{equation*}
$$

With $i \in R$ we indicate those partial waves that belong to site $R$.
Since the core wavefunctions do not spread out into the neighboring atoms, we will treat them differently. Currently we use the frozen-core approximation, which imports the density and the energy of the core electrons from the corresponding isolated atoms. The transformation $\hat{\mathcal{T}}$ shall produce only wavefunctions orthogonal to the core electrons, while the core electrons are treated separately. Therefore, the set of atomic partial waves $\left|\phi_{i}\right\rangle$ includes only valence states that are orthogonal to the core wavefunctions of the atom.

For each of the partial waves we choose an auxiliary partial wave $\left|\tilde{\phi}_{i}\right\rangle$. The identity

$$
\begin{align*}
\left|\phi_{i}\right\rangle & =\left(\hat{1}+\hat{\mathcal{S}}_{R}\right)\left|\tilde{\phi}_{i}\right\rangle \quad \text { for } \quad i \in R \\
\hat{\mathcal{S}}_{R}\left|\tilde{\phi}_{i}\right\rangle & =\left|\phi_{i}\right\rangle-\left|\tilde{\phi}_{i}\right\rangle \tag{2.24}
\end{align*}
$$

defines the local contribution $\hat{\mathcal{S}}_{R}$ to the transformation operator. Since $\hat{1}+\hat{\mathcal{S}}_{R}$ should change the wavefunction only locally, we require that the partial waves $\left|\phi_{i}\right\rangle$ and their auxiliary counter parts $\left|\tilde{\phi}_{i}\right\rangle$ are pairwise identical beyond a certain radius $r_{C, R}$.

$$
\begin{equation*}
\phi_{i}(\vec{r})=\tilde{\phi}_{i}(\vec{r}) \quad \text { for } \quad i \in R \quad \text { and } \quad\left|\vec{r}-\vec{R}_{R}\right|>r_{c, R} \tag{2.25}
\end{equation*}
$$

Note that the partial waves are not necessarily bound states and are therefore not normalizable unless we truncate them beyond a certain radius $r_{c, R}$. The PAW method is formulated such that the final results do not depend on the location where the partial waves are truncated, as long as this is not done too close to the nucleus and identical for auxiliary and all-electron partial waves.

In order to be able to apply the transformation operator to an arbitrary auxiliary wavefunction, we need to be able to expand the auxiliary wavefunction locally into the auxiliary partial waves

$$
\begin{equation*}
\tilde{\psi}(\vec{r})=\sum_{i \in R} \tilde{\phi}_{i}(\vec{r}) c_{i}=\sum_{i \in R} \tilde{\phi}_{i}(\vec{r})\left\langle\tilde{p}_{i} \mid \tilde{\psi}\right\rangle \quad \text { for } \quad\left|\vec{r}-\vec{R}_{R}\right|<r_{c, R}, \tag{2.26}
\end{equation*}
$$

which defines the projector functions $\left|\tilde{p}_{i}\right\rangle$. The projector functions probe the local character of the auxiliary wave function in the atomic region. Examples of projector functions are shown in Figure 2.2. From Eq. 2.26 we can derive $\sum_{i \in R}\left|\tilde{\phi}_{i}\right\rangle\left\langle\tilde{p}_{i}\right|=1$, which is valid within $r_{c, R}$. It can be shown by insertion, that the identity Eq. 2.26 holds for any auxiliary wavefunction $|\tilde{\psi}\rangle$ that can be expanded locally into auxiliary partial waves $\left|\tilde{\phi}_{i}\right\rangle$, if

$$
\begin{equation*}
\left\langle\tilde{p}_{i} \mid \tilde{\phi}_{j}\right\rangle=\delta_{i, j} \quad \text { for } \quad i, j \in R . \tag{2.27}
\end{equation*}
$$

Note that neither the projector functions nor the partial waves need to be mutually orthogonal. The projector functions are fully determined with the above conditions and a closure relation that is related to the unscreening of the pseudopotentials (see Eq. 90 in [65]).


Fig. 2.2: Projector functions of the chlorine atom. Top: two s-type projector functions, middle: p-type, bottom: d-type.

By combining Eq. 2.24 and Eq. 2.26, we can apply $\hat{\mathcal{S}}_{R}$ to any auxiliary wavefunction.

$$
\begin{equation*}
\hat{\mathcal{S}}_{R}|\tilde{\psi}\rangle=\sum_{i \in R} \hat{\mathcal{S}}_{R}\left|\tilde{\phi}_{i}\right\rangle\left\langle\tilde{p}_{i} \mid \tilde{\psi}\right\rangle=\sum_{i \in R}\left(\left|\phi_{i}\right\rangle-\left|\tilde{\phi}_{i}\right\rangle\right)\left\langle\tilde{p_{i}} \mid \tilde{\psi}\right\rangle . \tag{2.28}
\end{equation*}
$$

Hence, the transformation operator is

$$
\begin{equation*}
\hat{\mathcal{T}}=\hat{1}+\sum_{i}\left(\left|\phi_{i}\right\rangle-\left|\tilde{\phi}_{i}\right\rangle\right)\left\langle\tilde{p}_{i}\right|, \tag{2.29}
\end{equation*}
$$

where the sum runs over all partial waves of all atoms. The true wave function can be expressed as

$$
\begin{equation*}
|\psi\rangle=|\tilde{\psi}\rangle+\sum_{i}\left(\left|\phi_{i}\right\rangle-\left|\tilde{\phi}_{i}\right\rangle\right)\left\langle\tilde{p}_{i} \mid \tilde{\psi}\right\rangle=|\tilde{\psi}\rangle+\sum_{R}\left(\left|\psi_{R}^{1}\right\rangle-\left|\tilde{\psi}_{R}^{1}\right\rangle\right) \tag{2.30}
\end{equation*}
$$

with

$$
\begin{align*}
& \left|\psi_{R}^{1}\right\rangle=\sum_{i \in R}\left|\phi_{i}\right\rangle\left\langle\tilde{p}_{i} \mid \tilde{\psi}\right\rangle  \tag{2.31}\\
& \left|\tilde{\psi}_{R}^{1}\right\rangle=\sum_{i \in R}\left|\tilde{\phi}_{i}\right\rangle\left\langle\tilde{p}_{i} \mid \tilde{\psi}\right\rangle . \tag{2.32}
\end{align*}
$$

In Fig. 2.3 the decomposition of Eq. 2.30 is shown for the example of the bonding p- $\sigma$ state of the $\mathrm{Cl}_{2}$ molecule.

To understand the expression Eq. 2.30 for the true wave function, let us concentrate on different regions in space. (1) Far from the atoms, the partial waves are, according to Eq. 2.25, pairwise identical so that the auxiliary wavefunction is identical to the true wavefunction, that is $\psi(\vec{r})=\tilde{\psi}(\vec{r})$. (2) Close to an atom $R$, however, the auxiliary wavefunction is, according to Eq. 2.26, identical to its one-center expansion, that is $\tilde{\psi}(\vec{r})=\tilde{\psi}_{R}^{1}(\vec{r})$. Hence the true wavefunction $\psi(\vec{r})$ is identical to $\psi_{R}^{1}(\vec{r})$, which is built up from partial waves that contain the proper nodal structure.

In practice, the partial wave expansions are truncated. Therefore, the identity of Eq. 2.26 does not hold strictly. As a result, the plane waves also contribute to the true wavefunction inside the atomic region. This has the advantage that the missing terms in a truncated partial wave expansion are partly accounted for by plane waves. This explains the rapid convergence of the partial wave expansions. This idea is related to the additive augmentation of the LAPW method of Soler [72].

Frequently, the question comes up, whether the transformation Eq. 2.29 of the auxiliary wavefunctions indeed provides the true wavefunction. The transformation should be considered merely as a change of representation analogous to a coordinate transform. If the total energy functional is transformed consistently, its minimum will yield auxiliary wavefunctions that produce the correct wave functions $|\psi\rangle$.

## Expectation values

Expectation values can be obtained either from the reconstructed true wavefunctions or directly from the auxiliary wave functions

$$
\begin{align*}
\langle\hat{A}\rangle & =\sum_{n} f_{n}\left\langle\psi_{n}\right| \hat{A}\left|\psi_{n}\right\rangle+\sum_{n=1}^{N_{c}}\left\langle\phi_{n}^{c}\right| \hat{A}\left|\phi_{n}^{c}\right\rangle \\
& =\sum_{n} f_{n}\left\langle\tilde{\psi}_{n}\right| \hat{\mathcal{T}}^{\dagger} \hat{A} \hat{\mathcal{T}}\left|\tilde{\psi}_{n}\right\rangle+\sum_{n=1}^{N_{c}}\left\langle\phi_{n}^{c}\right| \hat{A}\left|\phi_{n}^{c}\right\rangle, \tag{2.33}
\end{align*}
$$

where $f_{n}$ are the occupations of the valence states and $N_{c}$ is the number of core states. The first sum runs over the valence states, and second over the core states $\left|\phi_{n}^{c}\right\rangle$.


Fig. 2.3: Bonding p- $\sigma$ orbital of the $\mathrm{Cl}_{2}$ molecule and its decomposition into auxiliary wavefunction and the two one-center expansions. Top-left: True and auxiliary wave function; top-right: auxiliary wavefunction and its partial wave expansion; bottom-left: the two partial wave expansions; bottomright: true wavefunction and its partial wave expansion.

Now we can decompose the matrix element for a wavefunction $\psi$ into its individual contributions according to Eq. 2.30.

$$
\begin{align*}
\langle\psi| \hat{A}|\psi\rangle & =\underbrace{\left\langle\tilde{\psi}+\sum_{R}\left(\psi_{R}^{1}-\tilde{\psi}_{R}^{1}\right)\right| \hat{A}\left|\tilde{\psi}+\sum_{R^{\prime}}\left(\psi_{R^{\prime}}^{1}-\tilde{\psi}_{R^{\prime}}^{1}\right)\right\rangle}_{\text {part } 1} \\
& =\underbrace{\langle\tilde{\psi}| \hat{A}|\tilde{\psi}\rangle+\sum_{R}\left(\left\langle\psi_{R}^{1}\right| \hat{A}\left|\psi_{R}^{1}\right\rangle-\left\langle\tilde{\psi}_{R}^{1}\right| \hat{A}\left|\tilde{\psi}_{R}^{1}\right\rangle\right)}_{\text {part } 2} \\
& +\underbrace{\sum_{R}\left(\left\langle\psi_{R}^{1}-\tilde{\psi}_{R}^{1}\right| \hat{A}\left|\tilde{\psi}-\tilde{\psi}_{R}^{1}\right\rangle+\left\langle\tilde{\psi}-\tilde{\psi}_{R}^{1}\right| \hat{A}\left|\psi_{R}^{1}-\tilde{\psi}_{R}^{1}\right\rangle\right)}_{\text {part 3 }} \\
& +\underbrace{\sum_{R}\left\langle\psi_{R}^{1}-\tilde{\psi}_{R}^{1}\right| \hat{A}\left|\psi_{R^{\prime}}^{1}-\tilde{\psi}_{R^{\prime}}^{1}\right\rangle}_{R \neq R^{\prime}} \tag{2.34}
\end{align*}
$$

Only the first part of Eq. 2.34 is evaluated explicitly, while the second and third parts of Eq. 2.34 are neglected, because they vanish for sufficiently local operators as long as the partial wave expansion is
converged: The function $\psi_{R}^{1}-\tilde{\psi}_{R}^{1}$ vanishes per construction beyond its augmentation region, because the partial waves are pairwise identical beyond that region. The function $\tilde{\psi}-\tilde{\psi}_{R}^{1}$ vanishes inside its augmentation region, if the partial wave expansion is sufficiently converged. In no region of space are both functions $\psi_{R}^{1}-\tilde{\psi}_{R}^{1}$ and $\tilde{\psi}-\tilde{\psi}_{R}^{1}$ simultaneously nonzero. Similarly the functions $\psi_{R}^{1}-\tilde{\psi}_{R}^{1}$ from different sites are never non-zero in the same region in space. Hence, the second and third parts of Eq. 2.34 vanish for operators such as the kinetic energy $\frac{-\hbar^{2}}{2 m_{e}} \vec{\nabla}^{2}$ and the real space projection operator $|r\rangle\langle r|$, which produces the electron density. For truly nonlocal operators the parts 2 and 3 of Eq. 2.34 would have to be considered explicitly.

The expression, Eq. 2.33, for the expectation value can therefore be written with the help of Eq. 2.34 as

$$
\begin{align*}
\langle\hat{A}\rangle & =\sum_{n} f_{n}\left(\left\langle\tilde{\psi}_{n}\right| \hat{A}\left|\tilde{\psi}_{n}\right\rangle+\left\langle\psi_{n}^{1}\right| \hat{A}\left|\psi_{n}^{1}\right\rangle-\left\langle\tilde{\psi}_{n}^{1}\right| \hat{A}\left|\tilde{\psi}_{n}^{1}\right\rangle\right)+\sum_{n=1}^{N_{c}}\left\langle\phi_{n}^{c}\right| \hat{A}\left|\phi_{n}^{c}\right\rangle \\
& =\sum_{n} f_{n}\left\langle\tilde{\psi}_{n}\right| \hat{A}\left|\tilde{\psi}_{n}\right\rangle+\sum_{n=1}^{N_{c}}\left\langle\tilde{\phi}_{n}^{c}\right| \hat{A}\left|\tilde{\phi}_{n}^{c}\right\rangle \\
& +\sum_{R}\left(\sum_{i, j \in R} D_{i, j}\left\langle\phi_{j}\right| \hat{A}\left|\phi_{i}\right\rangle+\sum_{n \in R}^{N_{c, R}}\left\langle\phi_{n}^{c}\right| \hat{A}\left|\phi_{n}^{c}\right\rangle\right) \\
& -\sum_{R}\left(\sum_{i, j \in R} D_{i, j}\left\langle\tilde{\phi}_{j}\right| \hat{A}\left|\tilde{\phi}_{i}\right\rangle+\sum_{n \in R}^{N_{c, R}}\left\langle\tilde{\phi}_{n}^{c}\right| \hat{A}\left|\tilde{\phi}_{n}^{c}\right\rangle\right), \tag{2.35}
\end{align*}
$$

where $\boldsymbol{D}$ is the one-center density matrix defined as

$$
\begin{equation*}
D_{i, j}=\sum_{n} f_{n}\left\langle\tilde{\psi}_{n} \mid \tilde{p}_{j}\right\rangle\left\langle\tilde{p}_{i} \mid \tilde{\psi}_{n}\right\rangle=\sum_{n}\left\langle\tilde{p}_{i} \mid \tilde{\psi}_{n}\right\rangle f_{n}\left\langle\tilde{\psi}_{n} \mid \tilde{p}_{j}\right\rangle . \tag{2.36}
\end{equation*}
$$

The auxiliary core states, $\left|\tilde{\phi}_{n}^{c}\right\rangle$ allow us to incorporate the tails of the core wavefunction into the plane-wave part, and therefore assure that the integrations of partial wave contributions cancel exactly beyond $r_{c}$. They are identical to the true core states in the tails, but are a smooth continuation inside the atomic sphere. It is not required that the auxiliary wave functions are normalized.

Following this scheme, the electron density is given by

$$
\begin{align*}
n(\vec{r}) & =\tilde{n}(\vec{r})+\sum_{R}\left(n_{R}^{1}(\vec{r})-\tilde{n}_{R}^{1}(\vec{r})\right)  \tag{2.37}\\
\tilde{n}(\vec{r}) & =\sum_{n} f_{n} \tilde{\psi}_{n}^{*}(\vec{r}) \tilde{\psi}_{n}(\vec{r})+\tilde{n}_{c}(\vec{r}) \\
n_{R}^{1}(\vec{r}) & =\sum_{i, j \in R} D_{i, j} \phi_{j}^{*}(\vec{r}) \phi_{i}(\vec{r})+n_{c, R}(\vec{r}) \\
\tilde{n}_{R}^{1}(\vec{r}) & =\sum_{i, j \in R} D_{i, j} \tilde{\phi}_{j}^{*}(\vec{r}) \tilde{\phi}_{i}(\vec{r})+\tilde{n}_{c, R}(\vec{r}), \tag{2.38}
\end{align*}
$$

where $n_{c, R}$ is the core density of the corresponding atom and $\tilde{n}_{c, R}$ is the auxiliary core density, which is identical to $n_{c, R}$ outside the atomic region, but smooth inside.

Before we continue, let us discuss a special point: The matrix elements of a general operator with the auxiliary wavefunctions may be slowly converging with the plane-wave expansion, because the operator $\hat{A}$ may not be well behaved. An example of such an operator is the singular electrostatic potential of a nucleus. This problem can be alleviated by adding an "intelligent zero": If an operator $\hat{B}$ is purely localized within an atomic region, we can use the identity between the auxiliary wavefunction and its own partial wave expansion

$$
\begin{equation*}
0=\left\langle\tilde{\psi}_{n}\right| \hat{B}\left|\tilde{\psi}_{n}\right\rangle-\left\langle\tilde{\psi}_{n}^{1}\right| \hat{B}\left|\tilde{\psi}_{n}^{1}\right\rangle . \tag{2.39}
\end{equation*}
$$

Now we choose an operator $\hat{B}$ so that it cancels the problematic behavior of the operator $\hat{A}$, but is localized in a single atomic region. By adding $\hat{B}$ to the plane-wave part and the matrix elements with its one-center expansions, the plane-wave convergence can be improved without affecting the converged result. A term of this type, namely $\hat{v}$ will be introduced in the next section to cancel the Coulomb singularity of the potential at the nucleus.

## Total energy

Like wavefunctions and expectation values, also the total energy can be divided into three parts.

$$
\begin{equation*}
E\left[\left\{\left|\tilde{\psi}_{n}\right\rangle\right\},\left\{R_{R}\right\}\right]=\tilde{E}+\sum_{R}\left(E_{R}^{1}-\tilde{E}_{R}^{1}\right) \tag{2.40}
\end{equation*}
$$

The plane-wave part $\tilde{E}$ involves only smooth functions and is evaluated on equi-spaced grids in real and reciprocal space. This part is computationally most demanding, and is similar to the expressions in the pseudopotential approach.

$$
\begin{align*}
\tilde{E} & =\sum_{n}\left\langle\tilde{\psi}_{n}\right| \frac{\hat{\vec{p}}^{2}}{2 m_{e}}\left|\tilde{\psi}_{n}\right\rangle+\frac{1}{2} \int d^{3} r \int d^{3} r^{\prime} \frac{e^{2}(\tilde{n}(\vec{r})+\tilde{Z}(\vec{r}))\left(\tilde{n}\left(\vec{r}^{\prime}\right)+\tilde{Z}\left(\vec{r}^{\prime}\right)\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\vec{r}^{\prime}\right|} \\
& +\int d^{3} r \bar{v}(\vec{r}) \tilde{n}(\vec{r})+E_{x c}[\tilde{n}] \tag{2.41}
\end{align*}
$$

$\tilde{Z}(\mathbf{r})$ is an angular-momentum dependent core-like density that will be described in detail below. The remaining parts can be evaluated on radial grids in a spherical-harmonics expansion. The nodal structure of the wavefunctions can be properly described on a logarithmic radial grid that becomes very fine near the nucleus,

$$
\begin{align*}
E_{R}^{1} & =\sum_{i, j \in R} D_{i, j}\left\langle\phi_{j}\right| \frac{\hat{\vec{p}}^{2}}{2 m_{e}}\left|\phi_{i}\right\rangle+\sum_{n \in R}^{N_{c, R}}\left\langle\phi_{n}^{c}\right| \frac{\hat{\vec{p}}^{2}}{2 m_{e}}\left|\phi_{n}^{c}\right\rangle \\
& +\frac{1}{2} \int d^{3} r \int d^{3} r^{\prime} \frac{e^{2}\left(n^{1}(\vec{r})+Z(\vec{r})\right)\left(n^{1}\left(\overrightarrow{r^{\prime}}\right)+Z\left(\overrightarrow{r^{\prime}}\right)\right)}{\left|\vec{r}-\vec{r}^{\prime}\right|}+E_{x c}\left[n^{1}\right]  \tag{2.42}\\
\tilde{E}_{R}^{1} & =\sum_{i, j \in R} D_{i, j}\left\langle\tilde{\phi}_{j}\right| \frac{\hat{\vec{p}}^{2}}{2 m_{e}}\left|\tilde{\phi}_{i}\right\rangle+\frac{1}{2} \int d^{3} r \int d^{3} r^{\prime} \frac{e^{2}\left(\tilde{n}^{1}(\vec{r})+\tilde{Z}(\vec{r})\right)\left(\tilde{n}^{1}\left(\overrightarrow{r^{\prime}}\right)+\tilde{Z}\left(\overrightarrow{r^{\prime}}\right)\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\vec{r}^{\prime}\right|} \\
& +\int d^{3} r \bar{v}(\vec{r}) \tilde{n}^{1}(\vec{r})+E_{x c}\left[\tilde{n}^{1}\right] . \tag{2.43}
\end{align*}
$$

The compensation charge density $\tilde{Z}(\vec{r})=\sum_{R} \tilde{Z}_{R}(\vec{r})$ is given as a sum of angular momentum dependent Gauss functions, which have an analytical plane-wave expansion. A similar term occurs also in the pseudopotential approach. In contrast to the norm-conserving pseudopotential approach, however, the compensation charge of an atom $\tilde{Z}_{R}$ is non-spherical and constantly adapts instantaneously to the environment. It is constructed such that

$$
\begin{equation*}
n_{R}^{1}(\vec{r})+Z_{R}(\vec{r})-\tilde{n}_{R}^{1}(\vec{r})-\tilde{Z}_{R}(\vec{r}) \tag{2.44}
\end{equation*}
$$

has vanishing electrostatic multipole moments for each atomic site. With this choice, the electrostatic potentials of the augmentation densities vanish outside their spheres. This is the reason why there is no electrostatic interaction of the one-center parts between different sites.

The compensation charge density as given here is still localized within the atomic regions. A technique similar to an Ewald summation, however, allows it to be replaced by a very extended charge density. Thus we can achieve, that the plane-wave convergence of the total energy is not affected by the auxiliary density.

The potential $\bar{v}=\sum_{R} \bar{v}_{R}$, which occurs in Eqs. 2.41 and 2.43 enters the total energy in the form of "intelligent zeros" described in Eq. 2.39

$$
\begin{equation*}
0=\sum_{n} f_{n}\left(\left\langle\tilde{\psi}_{n}\right| \bar{v}_{R}\left|\tilde{\psi}_{n}\right\rangle-\left\langle\tilde{\psi}_{n}^{1}\right| \bar{v}_{R}\left|\tilde{\psi}_{n}^{1}\right\rangle\right)=\sum_{n} f_{n}\left\langle\tilde{\psi}_{n}\right| \bar{v}_{R}\left|\tilde{\psi}_{n}\right\rangle-\sum_{i, j \in R} D_{i, j}\left\langle\tilde{\phi}_{i}\right| \bar{v}_{R}\left|\tilde{\phi}_{j}\right\rangle . \tag{2.45}
\end{equation*}
$$

The main reason for introducing this potential is to cancel the Coulomb singularity of the potential in the plane-wave part. The potential $\bar{v}$ allows us to influence the plane-wave convergence beneficially, without changing the converged result. $\bar{v}$ must be localized within the augmentation region, where Eq. 2.26 holds.

## Approximations

Once the total energy functional provided in the previous section has been defined, everything else follows: Forces are partial derivatives with respect to atomic positions. The potential is the derivative of the non-kinetic energy contributions to the total energy with respect to the density, and the auxiliary Hamiltonian follows from derivatives $\tilde{H}\left|\tilde{\psi}_{n}\right\rangle$ with respect to auxiliary wave functions. The fictitious Lagrangian approach of Car and Parrinello [100] does not allow any freedom in the way these derivatives are obtained. Anything else than analytic derivatives will violate energy conservation in a dynamical simulation. Since the expressions are straightforward, even though rather involved, we will not discuss them here.

All approximations are incorporated already in the total energy functional of the PAW method. What are those approximations?

- Firstly we use the frozen-core approximation. In principle this approximation can be overcome.
- The plane-wave expansion for the auxiliary wavefunctions must be complete. The plane-wave expansion is controlled easily by increasing the plane-wave cutoff defined as $E_{P W}=\frac{1}{2} \hbar^{2} G_{\text {max }}^{2}$. Typically we use a plane-wave cutoff of 30 Ry.
- The partial wave expansions must be converged. Typically we use one or two partial waves per angular momentum $(\ell, m)$ and site. It should be noted that the partial wave expansion is not variational, because it changes the total energy functional and not the basis set for the auxiliary wavefunctions.

We do not discuss here numerical approximations such as the choice of the radial grid, since those are easily controlled.

## Relation to pseudopotentials

We mentioned earlier that the pseudopotential approach can be derived as a well defined approximation from the PAW method: The augmentation part of the total energy $\Delta E=E^{1}-\tilde{E}^{1}$ for one atom is a functional of the one-center density matrix $\boldsymbol{D}$ defined in Eq. 2.36. The pseudopotential approach can be recovered if we truncate a Taylor expansion of $\Delta E$ about the atomic density matrix after the linear term. The term linear in $\boldsymbol{D}$ is the energy related to the nonlocal pseudopotential.

$$
\begin{align*}
\Delta E(\boldsymbol{D}) & =\Delta E\left(\boldsymbol{D}^{a t}\right)+\left.\sum_{i, j} \frac{\partial \Delta E}{\partial D_{i, j}}\right|_{D^{a t}}\left(D_{i, j}-D_{i, j}^{a t}\right)+O\left(\boldsymbol{D}-\boldsymbol{D}^{a t}\right)^{2} \\
& =E_{\text {self }}+\sum_{n} f_{n}\left\langle\tilde{\psi}_{n}\right| \hat{v}^{p s}\left|\tilde{\psi}_{n}\right\rangle-\int d^{3} r \bar{v}(\vec{r}) \tilde{n}(\vec{r})+O(\boldsymbol{D}-\boldsymbol{D})^{2}, \tag{2.46}
\end{align*}
$$

which can directly be compared with the total energy expression Eq. 2.17 of the pseudopotential method. The local potential $\bar{v}(\vec{r})$ of the pseudopotential approach is identical to the corresponding potential of the projector augmented-wave method. The remaining contributions in the PAW total
energy, namely $\tilde{E}$, differ from the corresponding terms in Eq. 2.17 only in two features: our auxiliary density also contains an auxiliary core density, reflecting the nonlinear core correction of the pseudopotential approach, and the compensation density $\tilde{Z}(\vec{r})$ is non-spherical and depends on the wave function. Thus we can look at the PAW method also as a pseudopotential method with a pseudopotential that adapts instantaneously to the electronic environment. In the PAW method, the explicit nonlinear dependence of the total energy on the one-center density matrix is properly taken into account.

What are the main advantages of the PAW method compared with the pseudopotential approach?
Firstly all errors can be systematically controlled, so that there are no transferability errors. As shown by Watson [105] and Kresse [106], most pseudopotentials fail for high spin atoms such as Cr . While it is probably true that pseudopotentials can be constructed that cope even with this situation, a failure can not be known beforehand, so that some empiricism remains in practice: A pseudopotential constructed from an isolated atom is not guaranteed to be accurate for a molecule. In contrast, the converged results of the PAW method do not depend on a reference system such as an isolated atom, because PAW uses the full density and potential.

Like other all-electron methods, the PAW method provides access to the full charge and spin density, which is relevant, for example, for hyperfine parameters. Hyperfine parameters are sensitive probes of the electron density near the nucleus. In many situations they are the only information available that allows us to deduce atomic structure and chemical environment of an atom from experiment.

The plane-wave convergence is more rapid than in norm-conserving pseudopotentials and should in principle be equivalent to that of ultra-soft pseudopotentials [95]. Compared to the ultra-soft pseudopotentials, however, the PAW method has the advantage that the total energy expression is less complex and can therefore be expected to be more efficient.

The construction of pseudopotentials requires us to determine a number of parameters. As they influence the results, their choice is critical. Also the PAW methods provides some flexibility in the choice of auxiliary partial waves. However, this choice does not influence the converged results.

## Recent developments

Since the first implementation of the PAW method in the CP-PAW code [65], a number of groups have adopted the PAW method. The second implementation, called PWPAW, was done by the group of Holzwarth[107, 108, 109, 110]. Several codes, previously using pseudopotentials have extended their code to PAW. Among them are the VASP code with the PAW implementation of Kresse and Joubert[106]. The PAW implementation of the ABINIT code[111] has been done by Torrent et al.[112]. An independent PAW code has been developed by Valiev and Weare [113]. This implementation has entereed the NWChem code $[114,115]$. The PAW method has also been implemented by W. Kromen [116] into the EStCoMPP code of Blügel and Schröder. Other implementations are in the Quantum Espresso code $[117]^{2}$ and Socorro ${ }^{3}$. A real-space-grid based version of the PAW method is the code GPAW developed by Mortensen et al. [118].

Another branch of methods uses the reconstruction of the PAW method, without taking into account the full wavefunctions in the energy minimization. Following chemists' notation, this approach could be termed "post-pseudopotential PAW". This development began with the evaluation for hyperfine parameters from a pseudopotential calculation using the PAW reconstruction operator [98] and is now used in the pseudopotential approach to calculate properties that require the correct wavefunctions such as hyperfine parameters.

The implementation of the PAW method by Kresse and Joubert [106] has been particularly useful as they had an implementation of PAW in the same code as the ultra-soft pseudopotentials, so that they could critically compare the two approaches. Their conclusion is that both methods compare well in most cases, but they found that magnetic energies are seriously - by a factor two - in error

[^9]in the pseudopotential approach, while the results of the PAW method were in line with other allelectron calculations using the linear augmented plane-wave method. As an aside, Kresse and Joubert claim incorrectly that their implementation is superior as it includes a term that is analogous to the non-linear core correction of pseudopotentials [93]: this term, however, is already included in the original version in the form of the pseudized core density. Recently, a careful comparison[119] has shown that the original formulation[65] is more reliable.

Several extensions of the PAW have been done in the recent years: For applications in chemistry truly isolated systems are often of great interest. As any plane-wave based method introduces periodic images, the electrostatic interaction between these images can cause serious errors. The problem has been solved by mapping the charge density onto a point charge model, so that the electrostatic interaction could be subtracted out in a self-consistent manner [120]. In order to include the influence of the environment, the latter was simulated by simpler force fields using the quantum-mechanics molecular-mechanics (QM-MM) approach [121].

In order to overcome the limitations of the density-functional theory several extensions have been performed. Bengone [122] implemented the LDA $+U$ approach into our CP-PAW code. Soon after this, Arnaud [123] accomplished the implementation of the GW approximation into our CP-PAW code. The VASP-version of PAW [124] and our CP-PAW code have now been extended to include a non-collinear description of the magnetic moments. In a non-collinear description, the Schrödinger equation is replaced by the Pauli equation with two-component spinor wavefunctions.

The PAW method has proven useful to evaluate electric field gradients [125] and magnetic hyperfine parameters with high accuracy [126]. Invaluable will be the prediction of NMR chemical shifts using the GIPAW method of Pickard and Mauri [127], which is based on their earlier work [128]. While the GIPAW is implemented in a post-pseudopotential manner, the extension to a selfconsistent PAW calculation should be straightforward. An post-pseudopotential approach has also been used to evaluate core level spectra [129] and momentum matrix elements [130].

## Chapter 3

## Ab-initio molecular dynamics

### 3.1 Fictitious Lagrangian approach to ab-initio molecular dynamics

Until 1985, electronic structure calculations were performed only for given atomic structures. Those could be improved in a tedious manner using the calculated forces. Already those single-point calculations were at that time among the largest computer calculations done. One of the reasons was the self-consistency loop. It was nearly inconceivable to study the dynamics of a system.

In 1985 Roberto Car and Michele Parrinello[100] from (Scuola internazionale Superiore di Studi Avanzati) SISSA in Trieste, changed this situation in a radical manner. By introducing ideas from classical molecular dynamics into the field of electronic structure calculations they showed that calculations with moving classical nuclei are feasible.

The equations are derived as Euler Lagrange equations from the Lagrangian

$$
\begin{equation*}
\mathcal{L}=\sum_{n} f_{n}\left\langle\dot{\psi}_{n}\right| m_{\psi}\left|\dot{\psi}_{n}\right\rangle+\frac{1}{2} \sum_{i} M_{i} \dot{\vec{R}}_{i}^{2}+E_{D F T}\left[\psi_{n}, \vec{R}_{i}\right]-\sum_{n, m} \Lambda_{n, m}\left(\left\langle\psi_{n} \mid \psi_{m}\right\rangle-\delta_{n, m}\right) \tag{3.1}
\end{equation*}
$$

- The first term is the fictitious kinetic energy of the wave functions. There is no physical correspondence for this term. Ideally one would choose the "fictitious mass" or wave function mass equal to zero. Of course this is not feasible in practice, but the approximation can be checked by a convergence test with decreasing wave function mass. The presence of this unphysical quantity also resulted in naming the Lagrangian fictitious.
- The second term describes the classical kinetic energy of the nuclei.
- the third term is the density-functional total energy, which is a functional of the wave functions and the atomic positions.
- The last term is the constraint of orthonormal wave functions $\left|\psi_{n}\right\rangle$. The matrix $\boldsymbol{\Lambda}$ are the corresponding Lagrange multipliers.

The Euler-Lagrange equations are

$$
\begin{align*}
m_{\psi}\left|\ddot{\psi}_{n}\right\rangle f_{n} & =-\underbrace{\frac{\delta E}{\delta\left\langle\psi_{n}\right|}}_{\vec{H}\left|\psi_{n}\right\rangle f_{n}}+\sum_{m}\left|\psi_{m}\right\rangle \Lambda_{m, n} \\
M_{i} \ddot{\vec{R}}_{i} & =\underbrace{-\vec{\nabla}_{\vec{R}_{i}} E}_{\vec{F}_{i}} \tag{3.2}
\end{align*}
$$

### 3.1.1 Adiabatic principle

During the simulation the atoms have a finite, physical temperature, while the wave functions should ideally be in the ground state, that is at $T=0$. Thus we need to perform a nonequilibrium simulation with a continuous heat transfer from the atoms to the wave functions. Fortunately, the heat transfer is relatively small. The reason for this is the adiabatic principle, which says that that the frequencies of the atomic motion are much lower than those of the wave function dynamics. The two types of dynamics are therefore out of resonance and the heat transfer is small.

This adiabatic principle can be illustrated on a simple system of two coupled pendula as shown in Fig. 3.1


Fig. 3.1:

The bigger green ball represents the nuclei, having a rather large mass and low eigenfrequency. The smaller yellow ball represents the wave functions with a small mass and high eigenfrequency.

While the heat transfer is small it does not vanish. In the early days the method was to interrupt the calculation from time to time, optimize the wave functions, and continue the calculation. A better alternative to this technique was to add a small friction to the wave function dynamics.

Today we use two thermostats[103, 104]. One is a real thermostat acting on the atomic motion, which ensures that the atomic trajectories form a canonical ensemble. This is the Nose thermostat described below. The other thermostat acts on the wave functions. While being formed in close analogy to the Nose thermostat, this is actually not a thermostat: It does nothing until the wave functions acquire more kinetic energy than required to follow the atomic motion. Only then, it will shuffle energy from the wave function motion back into the atomic motion.

### 3.1.2 Mass renormalization

The fictitious kinetic energy of the wave functions has another important effect: The atoms become heavier. This is important to consider when extracting vibrational frequencies from a dynamical trajectory. Without renormalizing the nuclear masses, frequencies from an ab-initio molecular dynamics simulation will be too low.

Physically we can consider the atom as a quasiparticle made out of a nucleus and a deformation of the electron gas. This sounds a little mystic: Therefore let us begin with the prototype of a quasi-particle, namely the polaron.

Consider an electron, which travels through an ionic solid such as NaCl . As the electron is placed into the crystal the crystal is distorted because the negative ions are repelled and the positive ions are attracted to the electron. A lattice distortion is a phonon (Lattice vibration). Thus the electron forms a bound state with a phonon. This is quite analogous to a chemical bond only that it is not two atoms that bind, but an electron and an elementary excitation of the crystal, the phonon. Both
the electron and the phonon can travel, and when they bind, they travel together.
It is not surprising that the electron that carries along a phonon, will travel differently from one that is on its own. There is still translational symmetry, so there is no additional friction that will slow down the polaron. But it will cost more energy to accelerate the electron, because momentum needs to be supplied not only to the electron, but also to the phonon. Thus the polaron is heavier than the bare electron. It will have an effective mass that is larger than that of the bare mass o the electron.


We can also understand the increased mass from the dispersion relation. An electron in the conduction band will have the dispersion relation of a free electron (even though the mass may also be affected by placing the electron into the static crystal). An optical phonon has a low energy and a fairly flat dispersion relation. If the phonon and the electron do not interact the two dispersion relations cross. Due to the interaction, the crossing is changed into an avoided crossing. This will push the lower branch downward, making it flatter. Because the effective mass is the curvature of the dispersion relation, this implies a larger mass.

We have seen that particles and elementary excitations can form quasi-particle, and this affects the effective mass of the quasi-particle.

Now we consider a new type of quasi-particle, namely a nucleus, that flies through a homogeneous electron gas. Again it forms between between a particle, the nucleus and an elementary excitation of the electron gas, a charge-density wave. We call the quasi-particle an atom. In the Car Parrinello method it is not exactly the electrons, but the wave functions that form the quasi particle with the nucleus.

Because the wave functions have a fictitious kinetic energy, they have a dispersion relation and thus they have a mass. This mass must be carried along by the atom. The atom is heavier than the nucleus alone. Because the effect is fictitious, we must correct it. If the masses are too heavy, the vibrational modes will be too low.

We are able to estimate the effect considering the dispersion relation of an isolated atom, and thus determine the mass of the wave function cloud following the nucleus[104, 103]. Now we renormalize the mass by simply making the nucleus artificially lighter, so that the effective mass equals the true atomic mass.

### 3.1.3 Fictitious Lagrangian vs. Born-Oppenheimer dynamics

In the CP-PAW code we use the fictitious Lagrangian formalism. Most other codes use what is called Born-Oppenheimer dynamics. Both methods have their own advantages and disadvantages, and the decision in favor of one or the other is not clear cut.

The basic principle of the Born-Oppenheimer dynamics is to converge the wave functions into the ground state for each molecular dynamics step for the atoms.

### 3.2 Equations of motion: The Verlet Algorithm

The Verlet algorithm has been popularized by the french physicist Loup Verlet.[131] It has been used earlier by Carl Störmer.

Consider the following second order differential equation.

$$
\begin{equation*}
m \ddot{\vec{x}}=\vec{F}(t)-m \alpha \dot{\vec{x}} \tag{3.3}
\end{equation*}
$$

In order to solve it on a computer, we discretize the time axis. The individual time slices are at $t_{j}=j \Delta . \Delta$ is called the time step. It turns out that at any given time we only need to consider three successive time slices. Therefore, we introduce the following short-hand notation: relative to a given time slice $j_{0}$, we denote

$$
\begin{aligned}
\vec{x}(+) & =\vec{x}\left(t_{j_{0}}+\Delta\right) \\
\vec{x}(0) & =\vec{x}\left(t_{j_{0}}\right) \\
\vec{x}(-) & =\vec{x}\left(t_{j_{0}}-\Delta\right)
\end{aligned}
$$

The recipe for the Verlet algorithm is to replace first and second time derivatives by differential quotients in the following way:

## REPLACEMENT RULE OF THE VERLET ALGORITHM

$$
\begin{align*}
& \dot{\vec{x}} \rightarrow \frac{\vec{x}(+)-\vec{x}(-)}{2 \Delta}+O\left(\Delta^{2}\right) \\
& \ddot{\vec{x}} \rightarrow \frac{\vec{x}(+)-2 \vec{x}(t)+\vec{x}(-)}{\Delta^{2}}+O\left(\Delta^{2}\right) \tag{3.4}
\end{align*}
$$

This result can be verified using the Taylor expansion of $x(t \pm \Delta)$ in $\Delta$. It is important to exactly use the differential quotients given above and not to replace the first derivative with the differential quotient between two neighboring time slices.

Inserting the replacement rules into the equation of motion Eq. 3.3, we obtain

$$
\begin{aligned}
m \frac{\vec{x}(+)-2 \vec{x}(t)+\vec{x}(-)}{\Delta^{2}} & =F(0)-m \alpha \frac{\vec{x}(+)-\vec{x}(-)}{2 \Delta} \\
\vec{x}(+)-2 \vec{x}(0)+\vec{x}(-) & =\vec{F}(0) \frac{\Delta^{2}}{m}-\underbrace{\frac{\alpha \Delta}{2}}_{:=a}\left(\frac{\vec{x}(+)-\vec{x}(-)}{2 \Delta}\right) \\
x(+) & =\vec{x}(0) \frac{2}{1+a}-\vec{x}(-) \frac{1-a}{1+a}+\vec{F}(0) \frac{\Delta^{2}}{m} \frac{1}{1+a}
\end{aligned}
$$

## VERLET ALGORITHM

$$
\begin{equation*}
\vec{x}(+)=\vec{x}(0) \frac{2}{1+a}-\vec{x}(-) \frac{1-a}{1+a}+\vec{F}(0) \frac{\Delta^{2}}{m} \frac{1}{1+a} \tag{3.5}
\end{equation*}
$$

The parameter $\Delta$ is the time step and the parameter

$$
\begin{equation*}
a \stackrel{\text { def }}{=} \frac{\alpha \Delta}{2} \tag{3.6}
\end{equation*}
$$

is the friction parameter. Note, that $m \alpha$ is what is called the friction coefficient and not $a$. In order to obtain a feeling for the parameter a, let us discuss its extreme values

- If we choose the friction parameter a equal to zero, we obtain an energy conserving dynamics without friction.
- If we set the friction parameter a equal to one, the resulting trajectory corresponds to infinite friction. This can be seen as follows: The discretized equation of motion with $a=1$ has the form

$$
\begin{aligned}
& \vec{x}(+)=\vec{x}(0)+\vec{F}(0) \frac{\Delta^{2}}{2 m} \\
& \dot{x} \approx \frac{\vec{x}(+)-\vec{x}(0)}{\Delta^{\prime}}=\vec{F}(0)
\end{aligned}
$$

where the new time step has is $\Delta^{\prime}=\frac{\Delta^{2}}{2 m}$. This equation is steepest descent, that is one follows the forces downhill. One can call it an equation with infinite friction, because the inertia, respectively the mass, drops out of the equation for $a=1$. In contrast to infinite friction, however, this does not imply that the motion comes to halt.

### 3.2.1 Advantages and disadvantages of the Verlet algorithm

The Verlet algorithm is probably the most simple method for discretizing the equations of motion. There are more sophisticated integrators. Typically they are more accurate for rather small time steps. Simple integrators such as the Verlet algorithm have the advantage that they are more robust and that they provide reasonable results also when the time step is fairly large.

The Verlet algorithm has one major advantage over most other techniques: It is absolutely invariant against time inversion. This implies that there is absolutely no energy drift, unless there is an explicit friction.

The Verlet algorithm can be derived from a discretized action with Hamilton's principle.

### 3.2.2 Stability of the Verlet algorithm

The time step in the Verlet algorithm has a stability limit. This means that if we choose the time step too large, the simulation will be unstable. The stability limit is given by

## STABILITY LIMIT OF THE VERLET ALGORITHM

$$
\begin{equation*}
\Delta<T_{0} / \pi=2 / \omega_{0} \tag{3.7}
\end{equation*}
$$

where $\omega_{0}$ is the maximum circular frequency of the modes in the system and $T_{0}$ is the corresponding
period. One needs to understand the frequency spectrum of the system in order to set the time step in a valid an economical manner. The instability occurs fairly immediate, so that a breakdown is observed soon by a kinetic energy that diverges exponentially.


Fig. 3.2: Trajectory, i.e. displacement versus time, of a 1-dimensional harmonic oscillator for different choices of the time step $\Delta$. The time is measured in terms of periods $T_{0}$ of the harmonic oscillator. Lines are the interpolated trajectories, while dots indicate the points on the discretized trajectory. From top to bottom: (1) analytical result (2) $\Delta=T_{0} / 15$, where frequencies are accurate to within $1 \%$, (3) $\Delta=T_{0} / 5$ close to the limit where an interpolation provides a reasonable trace of the trajectory, (4) $\Delta=0.99 \cdot T_{0} / \pi$ just below the stability limit and (5) $\Delta=1.01 \cdot T_{0} / \pi$, just beyond the stability limit. The stability limit is at $T_{0} / \pi$.

### 3.2.3 Accuracy of the Verlet algorithm

Accuracy is different from stability. Even if the system is stable, the frequencies are still affected by the choice of the time step. One can estimate that the frequencies of the system are accurate to about $1 \%$ if the time step is smaller than

$$
\begin{equation*}
\Delta<T / 15 \tag{3.8}
\end{equation*}
$$

This is seen in Fig. 3.3

### 3.2.4 Convergence

While the Verlet algorithm has been developed to calculate trajectories, we use it often in combination with a friction to bring the system into the ground state, i.e. the minimum of the potential energy


Fig. 3.3: Numerical frequency $\omega$ as function of time step $\Delta$ as obtained in Eq. 3.19. The correct analytical circular frequency is $\omega_{0}$. At $\Delta=2 / \omega_{0}$, that is at the right boundary of the graph, is the stability limit of the Verlet algorithm. Frequencies tend to be overestimated by the Verlet algorithm. The frequencies are within $1 \%$ of the correct value, if the time step is less one-tenth of the oscillation period.
surface.
In order to reach the ground state efficiently, we need to minimize the number of time step one needs to approach the minimum to within a certain distance. For that purpose, it is again useful to analyze the trajectories. As our model system we use again the harmonic oscillator.

A damped harmonic oscillator has three different forms of trajectories

- damped oscillation or weakly damped oscillator
- critical damping or aperiodic limit
- overdamped trajectory or strongly damped oscillator


During optimization, a common reaction of a beginner is to increase the friction as much as possible in order to obtain fastest possible convergence. This is, however, a very poor choice. Let us analyze this pitfall by looking at the energy dissipation $\frac{d E_{\text {tot }}}{d t}$. Convergence will be fastest, if the dissipation is at its maximum. The energy dissipation is friction-times-velocity. If the friction is very large, the velocity will become very small, so that little energy will be dissipated as a consequence. If, as the opposite extreme, a small friction parameter is chosen, the velocity will remain large but, due the small friction, the dissipation will be small again. The optimum lies, as usual, in the middle.

For each of the three types of trajectories of a damped oscillator, , namely the weakly damped, the aperiodic and the overdamped case, we can determine an exponential decay constant $\lambda$ of the envelope function, so that

$$
\begin{equation*}
|x(t)|<A \mathrm{e}^{-\lambda t} \quad \text { or } \quad E_{t o t}(t) \approx E_{0}+c A^{2} \mathrm{e}^{-2 \lambda t} \tag{3.9}
\end{equation*}
$$

A large decay constant $\lambda$ corresponds to fast convergence. Now let us inspect the decay constant as function of friction shown in Fig. 3.4.


Fig. 3.4: Decay constant $\lambda$ as calculated in Eq. 3.20 as function of friction coefficient $a . \omega_{0}$ is the eigenfrequency of the harmonic oscillator.

We see that the maximum lies at $a=2 \omega_{0}$, that is at critical damping. Increasing the friction only slightly beyond that value leads to a dramatic deterioration of the convergence rate. Thus, if the friction is only chosen a little too large the convergence rate will break in dramatically.

## OPTIMUM FRICTION

The best convergence is achieved for critical damping, that is

$$
\begin{equation*}
a=\omega_{0} \Delta \tag{3.10}
\end{equation*}
$$

What does this mean if we have to optimize the friction for a system with a wide range of frequencies? In figure 3.5, I show the convergence rate of the total energy ${ }^{1} E=E_{k i n}+E_{p o t} \sim \mathrm{e}^{-t / T}$, now expressed by the decay time $T=\frac{1}{2 \cdot \operatorname{lm}(\omega)}$ as function of frequency for a fixed common friction, factor. Each line in Fig. 3.5 corresponds to a different value of the friction. Each line has a transition between a flat segment in the high-frequency region and a sharp increase below a certain frequency. Thus, for each friction value, only those modes with a frequency above a certain cutoff are effectively converged at all. By increasing the friction we pass from the blue line via the green line to the red

[^10]

Fig. 3.5: Decay time $T$ of the total energy as function of vibrational frequency $\omega_{0}$. The decay time describes the convergence of the total energy as $E(T) \sim \exp \left(-\frac{t}{T}\right)$. The friction parameters $a=\alpha \Delta / 2$ are red: $a=1$, blue: $a=0.5$ green: $a=0.25$ and orange: $a=0.125 . \omega_{0} \Delta=2$ is the stability limit of the Verlet algorithm. The dashed lines are the results from the discretized equations, while the full lines are from the continuous trajectories. The grey region is not accessible with any friction parameter.
line. During this process we improve the convergence in the high-frequency part, but at the same time also the onset for convergence shifts towards higher frequency. This observation tells us that we should decide on the minimum frequency mode we wish to converge and then choose the friction that converges this mode and all higher ones. Often, this implies choosing a very small friction. If one is concerned about removing some modes from the convergence altogether, note, that these slow modes also carry little energy. If these modes are relevant, our analysis tells simply to be patient.

### 3.2.5 Numerical analysis of stability, accuracy, and convergence

In the previous sections we summarized some findings for the discretized trajectory. These results have been derived from a study of the damped one-dimensional harmonic oscillator. The harmonic oscillator can easily be solved analytically not only in the continuous form, but also in the discretized version.

In order to explore the stability and the accuracy one explores the damped harmonic oscillator.

$$
m \ddot{x}=-c x-m \alpha \dot{x}
$$

With the eigenfrequency $\omega_{0}=\sqrt{c / m}$ we can rewrite this equation as

$$
\ddot{x}=-\omega_{0}^{2} x-\alpha \dot{x}
$$

Next, we discretize the equation of motion using the Verlet replacement rule Eq. 3.4 with the time
step $\Delta$ and the friction parameter $a=\frac{\alpha \Delta}{2}$. The result is

$$
\begin{aligned}
& x(+)-2 x(0)+x(-) \stackrel{\text { Eq. 3.4 }}{=}-\left(\omega_{0} \Delta\right)^{2} x(0)-a(x(+)-x(-)) \\
& \Rightarrow \quad(1+a) x(+)+(1-a) x(-)=\left[2-\left(\omega_{0} \Delta\right)^{2}\right] x(0)
\end{aligned}
$$

With the ansatz $x(t)=\exp (i \omega t)$, we can use $x(+)=\exp (i \omega \Delta) x(0)$ and $x(-)=\exp (-i \omega \Delta) x(0)$, so that we obtain

$$
\begin{equation*}
(1+a) \exp (i \omega \Delta)+(1-a) \exp (-i \omega \Delta)=2-\left(\omega_{0} \Delta\right)^{2} \tag{3.11}
\end{equation*}
$$

which is a quadratic equation for $\exp (i \omega \Delta)$

$$
\begin{equation*}
(1+a) \exp ^{2}(i \omega \Delta)-\left(2-\left(\omega_{0} \Delta\right)^{2}\right) \exp (i \omega \Delta)+(1-a)=0 \tag{3.12}
\end{equation*}
$$

The two solutions for $\exp (i \omega \Delta)$ yield the two allowed values for $\omega$, which I denote with $\omega_{1}$ and $\omega_{2}$. Their values allows one to construct the entire discretized trajectory for $t_{j}=\Delta j$ as

$$
\begin{equation*}
x\left(t_{j}\right)=A \exp \left(i \omega_{1} t_{j}\right)+B \exp \left(i \omega_{2} t_{j}\right) \tag{3.13}
\end{equation*}
$$

with

$$
\begin{equation*}
A=\frac{x(0)-\mathrm{e}^{i \omega_{2} \Delta} x(-)}{1-\mathrm{e}^{i\left(\omega_{2}-\omega_{1}\right) \Delta}} \quad \text { and } \quad B=\frac{x(0)-\mathrm{e}^{i \omega_{1} \Delta} x(-)}{1-\mathrm{e}^{-i\left(\omega_{1}-\omega_{1}\right) \Delta}} \tag{3.14}
\end{equation*}
$$

The two solutions of the quadratic equation Eq. 3.12 for $\exp (i \omega \Delta)$ are

$$
\begin{equation*}
\exp (i \omega \Delta)=\frac{1}{1+a}\left[\left(1-\frac{\left(\omega_{0} \Delta\right)^{2}}{2}\right) \pm \sqrt{\left(1-\frac{\left(\omega_{0} \Delta\right)^{2}}{2}\right)^{2}-1+a^{2}}\right] \tag{3.15}
\end{equation*}
$$

We distinguish three cases, one with positive argument of the square root and one with a negative one, and one with vanishing argument.

1. For a positive argument of the square root, we obtain a real value for $\exp (i \omega \Delta)$. If this value for $\exp (i \omega \Delta)$ is positive, the frequency is either purely imaginary so that $\omega=i \lambda$. If the value for $\exp (i \omega \Delta)$ is negative $\omega=i \lambda+\frac{\pi}{\Delta}$. The second result is obtained for $\left|\omega_{0} \Delta\right|>\sqrt{2}$.
Each partial solution is either an exponentially decaying function or an alternating function with an exponentially decaying envelope. The solution is thus overdamped.
The two values for $\lambda=\operatorname{Im}[\omega]$ are
$\lambda_{ \pm} \stackrel{\text { Eq. } 3.15}{=} \frac{1}{\Delta} \ln \left[\frac{1}{1+a}\left[\left(1-\frac{\left(\omega_{0} \Delta\right)^{2}}{2}\right) \pm \sqrt{\left(1-\frac{\left(\omega_{0} \Delta\right)^{2}}{2}\right)^{2}-1+a^{2}}\right]\right]-i \frac{\pi}{\Delta} \theta\left(\left|\omega_{0} \Delta\right|-\sqrt{2}\right)$
where $\theta(x)$ is Heaviside's step function defined by $\theta(x)=0$ for negative arguments and $\theta(x)=1$ for positive arguments.
2. For a negative argument of the square root, we obtain a damped oscillation. One can separate real an imaginary part of the equation. We use $\omega=\bar{\omega}+i \lambda$, where $\bar{\omega}$ and $\lambda$ are purely real. With $\mathrm{e}^{i \omega \Delta}=[\cos (\bar{\omega} \Delta)+i \sin (\bar{\omega} \Delta)] \mathrm{e}^{-\lambda \Delta}$ we obtain from Eq. 3.15

$$
\begin{align*}
\cos (\bar{\omega} \Delta) \mathrm{e}^{-\lambda \Delta} & =\frac{1-\frac{\left(\omega_{0} \Delta\right)^{2}}{2}}{1+a}  \tag{3.17}\\
\sin (\bar{\omega} \Delta) \mathrm{e}^{-\lambda \Delta} & = \pm \frac{1}{1+a} \sqrt{1-a^{2}-\left(1-\frac{\left(\omega_{0} \Delta\right)^{2}}{2}\right)^{2}} \tag{3.18}
\end{align*}
$$

Division of the two equations Eqs. 3.17,3.18 yields an expression for $\bar{\omega}$.

$$
\begin{align*}
& \tan (\bar{\omega} \Delta)= \pm \sqrt{\frac{1-a^{2}}{\left(1-\frac{\left(\omega_{0} \Delta\right)^{2}}{2}\right)^{2}}-1} \\
& \Rightarrow \quad \bar{\omega}=\frac{1}{\Delta} \operatorname{atan}\left[\sqrt{\frac{1-a^{2}}{\left(1-\frac{\left(\omega_{0} \Delta\right)^{2}}{2}\right)^{2}}-1}\right]+\frac{\pi}{\Delta} \theta\left(\left|\omega_{0} \Delta\right|-\sqrt{2}\right) \tag{3.19}
\end{align*}
$$

where $\theta(x)$ is Heaviside's step function defined by $\theta(x)=0$ for negative arguments and $\theta(x)=1$ for positive arguments.
Adding the absolute squares of the real and imaginary part from Eqs. 3.17,3.18 removes the $\bar{\omega}$-dependence and provides the value of $\lambda$.

$$
\begin{align*}
\underbrace{\left(\cos (\bar{\omega} \Delta) \mathrm{e}^{-\lambda \Delta}\right)^{2}+\left(\sin (\bar{\omega} \Delta) \mathrm{e}^{-\lambda \Delta}\right)^{2}}_{=e^{-2 \lambda \Delta}} & =\left[\frac{1-\frac{\left(\omega_{0} \Delta\right)^{2}}{2}}{1+a}\right]^{2}\left[1+\frac{1-a^{2}}{\left(1-\frac{\left(\omega_{0} \Delta\right)^{2}}{2}\right)^{2}}-1\right] \\
\Rightarrow \mathrm{e}^{-2 \lambda \Delta} & =\left[\frac{1-\frac{\left(\omega_{0} \Delta\right)^{2}}{2}}{1+a}\right]^{2} \frac{1-a^{2}}{\left(1-\frac{\left(\omega_{0} \Delta\right)^{2}}{2}\right)^{2}}=\frac{1-a}{1+a} \\
\Rightarrow \lambda & =\frac{1}{2 \Delta} \ln \left|\frac{1+a}{1-a}\right| \tag{3.20}
\end{align*}
$$

The result is shown in Fig. 3.4. Note that the decay constant for the damped oscillation is independent of the vibrational frequency and only depends on the friction constant.
3. When the argument of the square root in Eq. 3.15 vanishes, we obtain a trajectory with critical damping.

$$
\begin{aligned}
1-a^{2} & =\left(1-\frac{\omega_{0}^{2} \Delta^{2}}{2}\right)^{2} \\
\Rightarrow \quad a & =\sqrt{1-\left(1-\frac{\omega_{0}^{2} \Delta^{2}}{2}\right)^{2}}=\sqrt{1-\left(1-2 \frac{\omega_{0}^{2} \Delta^{2}}{2}+\left(\frac{\omega_{0}^{2} \Delta^{2}}{2}\right)^{2}\right)} \\
& =\sqrt{\omega_{0}^{2} \Delta^{2}-\left(\frac{\omega_{0}^{2} \Delta^{2}}{2}\right)^{2}} \\
& =\omega_{0} \Delta+O\left(\omega_{0}^{2} \Delta^{2}\right)^{2}
\end{aligned}
$$

Thus if the time step is sufficiently small, we can choose the friction for critical damping, the optimum friction to $a=\omega_{0} \Delta$ as specified in Eq. 3.10

Once the complex frequencies are known, the trajectory is obtained via Eq. 3.13. From here the stability limit Eq. 3.7, the measure for the accuracy Eq. 3.8 and the value for the optimum friction Eq. 3.10 can be readily extracted.

In Fig. 3.6 the regions of distinct behavior of the Verlet algorithm are shown.

### 3.3 Constraints in the Verlet algorithm

We often encounter constraints on the trajectories in a molecular-dynamics simulation. A constraint may confine bond-lengths to avoid high-frequency oscillations in a classical molecular-dynamics simulation or it may constrain the wave functions to be orthonormal in a Car-Parrinello simulation.


Fig. 3.6: Regions with distinct qualitative behavior of the discretized Verlet algorithm for an harmonic oscillator. Left graph: yellow: damped oscillation; blue exponential solutions (overdamped or exponential growth), green, i.e. $\omega_{0} \Delta>\sqrt{2}$, exponential behavior with alternating sign. Right graph: same as left graph but regions with unstable trajectories marked in red.

There is a strict recipe for including constraints invented by Ryckaert, Cicotti and Berendsen[132].
Constraints are formulated as the zero hypersurface of a function $G_{\alpha}(\vec{x})$ of the coordinates. There may be several constraints at the same time, which are labeled by the index $\alpha$. Thus, each constraint is a condition of the form

$$
G_{\alpha}(\vec{x}(t))=0 .
$$

The first step is to extend our Lagrangian by adding the constraints using the method of Lagrange multipliers

$$
\overline{\mathcal{L}}(\vec{x}, \vec{v}, t)=\mathcal{L}(\vec{x}, \vec{v}, t))+\sum_{\alpha} \lambda_{\alpha} G_{\alpha}(\vec{x})
$$

where $\mathcal{L}$ is the Lagrangian without the constraints and $\lambda(t)$ are the Lagrange multipliers.
The Euler-Lagrange equations are

$$
\frac{d}{d t} \frac{\partial \overline{\mathcal{L}}}{\partial v_{i}}=\frac{\partial \overline{\mathcal{L}}}{\partial x_{i}} \quad \Rightarrow \quad \frac{d}{d t} \frac{\partial \mathcal{L}}{\partial v_{i}}=\frac{\partial \mathcal{L}}{\partial x_{i}}+\underbrace{\sum_{\alpha} \frac{\partial G_{\alpha}}{\partial x_{i}} \lambda_{\alpha}}_{\text {constraint forces }}
$$

The terms at the very right of the last equation are the constraint forces, that act on the particle in such a way that it never violates the constraints. The art of the procedure is to determine the Lagrange multipliers $\lambda_{\alpha}(t)$, that scale the constraint forces.

It is interesting to see that the constraint forces do not perform work on the system, so that energy conservation is not affected by adding constraint forces. Because $G_{\alpha}(\vec{x}(t))=0$ for all times, we find $\frac{d}{d t} G_{\alpha}(\vec{x}(t))=\vec{v} \cdot \vec{\nabla} G_{\alpha}(\vec{x}(t))=0$. Thus, the constraint forces are always perpendicular to the trajectory. As they do not have a projection on the direction of the motion, they neither accelerate nor decelerate the motion.

To be less abstract, let us choose a simple specific Lagrangian

$$
\mathcal{L}(\vec{x}, \vec{v})=\frac{1}{2} m \vec{v}^{2}-V(\vec{x}) .
$$

The corresponding equation of motion has the form

$$
m \ddot{\vec{x}}=\vec{F}(\vec{x})+\sum_{\alpha} \lambda_{\alpha} \vec{\nabla} G_{\alpha}(\vec{x})
$$

where $\vec{F}=-\vec{\nabla} V$ is the force.
Let us now discretize this equation of motion

$$
\vec{x}(+)=\underbrace{2 \vec{x}(0)-\vec{x}(-)+\vec{F}(\vec{x}(0)) \frac{\Delta^{2}}{2 m}}_{\vec{y}}+\sum_{\alpha} \lambda_{\alpha} \vec{\nabla} G_{\alpha}(\vec{x}(0)) \frac{\Delta^{2}}{2 m}=\vec{y}+\sum_{\alpha} \vec{\nabla} G_{\alpha} \frac{\Delta^{2}}{2 m} \lambda_{\alpha}
$$

We use the usual notation $\vec{x}(t+\Delta)=\vec{x}(+), \vec{x}(t)=\vec{x}(0), \vec{x}(t-\Delta)=\vec{x}(-)$, where $\Delta$ is the time step.

Next, we determine the Lagrange multipliers $\lambda_{\alpha}$ such that the constraints are exactly fulfilled in the next time step, that is

$$
G_{\beta}(\vec{x}(+))=G_{\beta}\left(\vec{y}+\sum_{\alpha} \vec{\nabla} G_{\alpha} \frac{\Delta^{2}}{2 m} \lambda_{\alpha}\right)=0
$$

We may now expand $G_{\beta}(\vec{x}(+))$ in a Taylor expansion about some set of positions $\vec{x}+\sum_{\alpha} \vec{\nabla} G_{\alpha} \frac{\Delta^{2}}{m} \lambda_{\alpha}$

$$
\begin{aligned}
G_{\beta}(\vec{x}(+)) & =G_{\beta}(\vec{y})+\left(\sum_{\alpha} \vec{\nabla} G_{\alpha} \frac{\Delta^{2}}{m} \lambda_{\alpha}\right) \vec{\nabla} G_{\beta}+O\left(\lambda^{2}\right) \\
& =G_{\beta}(\vec{y})+\sum_{\alpha}\left(\frac{\Delta^{2}}{m}\left[\vec{\nabla} G_{\beta}\right]\left[\vec{\nabla} G_{\alpha}\right]\right) \lambda_{\alpha}+O\left(\lambda^{2}\right)
\end{aligned}
$$

This equation is solved iteratively using

$$
G_{\beta}\left(\vec{y}^{(n)}\right)+\sum_{\alpha} A_{\alpha, \beta} \lambda_{\alpha}^{(n)}=0 \quad \text { and } \quad \vec{y}^{(n+1)}=\vec{y}^{(n)}+\sum_{\alpha} \vec{\nabla} G_{\alpha} \frac{\Delta^{2}}{m} \lambda_{\alpha}^{(n)}
$$

where the matrix $A_{\alpha, \beta}$ is given as

$$
A_{\alpha, \beta}=\frac{\Delta^{2}}{m}\left[\vec{\nabla} G_{\beta}\right]\left[\vec{\nabla} G_{\alpha}\right]
$$

by the constraint-gradients evaluated at $\vec{x}(0)$.
The converged value of $\vec{y}^{(\infty)}$ is simply the next set of coordinates $\vec{x}(+)$.

### 3.3.1 Simple example code

The following code describes a simple pendulum to demonstrate the use of constraints in a moleculardynamics environment.

```
! *************************************************************************
!** DESCRIBES A PENDULUM WITH A GIVEN LENGTH,MASS AND FORCE **
!** OF GRAVITY AS EXAMPLE FOR A MOLECULAR DYNAMICS SIMULATION **
!** WITH CONSTRAINTS **
!** **
! ***************************************************************************
MODULE MODEL
REAL(8),PARAMETER :: PERIOD=11.DO
```

```
REAL(8),PARAMETER :: OMEGA=6.28D0/PERIOD
REAL(8),PARAMETER :: MASS=1.DO
REAL(8),PARAMETER :: RAD2=1.DO
REAL(8),PARAMETER :: GRAV=MASS*OMEGA**2/RAD2**2
END MODULE MODEL
!
    PROGRAM MAIN
    USE MODEL
    IMPLICIT NONE
    REAL(8), PARAMETER :: DT=1.DO ! TMME STEP
    REAL(8) :: RM(3),RO(3),RP(3) ! POSITIONS
    REAL(8) :: FORCE(3) ! FORCE
    REAL(8) :: LAMBDAM,LAMBDAO,LAMBDAP !LAGR. MULTIPLIER
    INTEGER(4) :: ITER ! ITERATION COUNTER
    INTEGER(4) :: NITER=2000 ! #(ITERATIONS)
    REAL(8) :: T ! TIME
    REAL(8) :: EPOT,EKIN,ETOT ! ENERGIES
    REAL(8) :: DLAMBDA ! CORRECTION FOR LAMBDA
    REAL(8) :: V(3) ! VELOCITY
    REAL(8) :: err ! deviation from constraint
! ******************************************************************
!
```



```
! == INITIALIZE VALUES ==
```



```
    RO=0.DO
    RO(1)=SQRT (RAD2)
    RM=R0
    LAMBDAO=0.DO
    LAMBDAM=0.DO
    LAMBDAP=0.DO
!
! ======================================================================
! == NOW START THE SIMULATION LOOP ==
! ========================================================================
T=0
    DO ITER=1,NITER
! == KINETIC ENERGY AND FORCES ======================================
    CALL ENERGY(RO,LAMBDAO,EPOT,FORCE)
! == PROPAGATE ======================================================
    RP=2.DO*RO-RM+FORCE*DT**2/MASS
! == APPLY CONSTRAINT ================================================
    CALL CONSTRAINT(RO,RP,DLAMBDA,DT,ERR)
    LAMBDAO=LAMBDA0+DLAMBDA
    IF(ITER.EQ.1) then
            LAMBDAM=LAMBDA0
        end if
        LAMBDAP=2.DO*LAMBDAO-LAMBDAM
! ==KINETIC ENERGY AND PRINT =========================================
    V=(RP-RM)/(2.DO*DT)
    EKIN=0.5DO*MASS*DOT_PRODUCT (V,V)
    WRITE(*,FMT='(10F10.5)')T,EKIN+EPOT,EKIN, EPOT, LAMBDAO, DLAMBDA , err , RO
! == SWITCH ==========================================================
    T=T+DT
```

```
        RM=RO
        RO=RP
        LAMBDAM=LAMBDAO
        LAMBDAO=LAMBDAP
ENDDO
STOP
END
!
!
SUBROUTINE CONSTRAINT(RO,RP,DLAMBDA,DT,ERR)
USE MODEL
IMPLICIT NONE
REAL(8),INTENT(IN) :: RO(3)
REAL(8),INTENT(INOUT) :: RP(3)
REAL(8),INTENT(IN) :: DT
REAL(8),INTENT(OUT) :: DLAMBDA
REAL(8), INTENT(OUT) :: ERR
REAL(8) :: FC(3)
REAL(8) :: A,B,C
!
FC=-2.D0*RO*DT**2/MASS
A=DOT_PRODUCT (RP,RP)-RAD2
B=2.DO*DOT_PRODUCT (RP,FC)
C=DOT_PRODUCT (FC,FC)
DLAMBDA=-0.5D0*B/C+SQRT ((0.5D0*B/C)**2-A/C)*SIGN (1.DO ,B)
RP=RP+FC*DLAMBDA
ERR=DOT_PRODUCT(RO,RO)-RAD2
RETURN
END
!
!
SUBROUTINE ENERGY(R,LAMBDA,ETOT,FORCE)
USE MODEL
IMPLICIT NONE
REAL(8),INTENT(IN) :: R(3)
REAL(8),INTENT(IN) :: LAMBDA
REAL(8),INTENT(OUT):: ETOT
REAL(8),INTENT(OUT):: FORCE(3)
!
ETOT=GRAV *R (3)+LAMBDA* (DOT_PRODUCT (R,R)-RAD2)
FORCE(:)=-2.D0*R*LAMBDA
FORCE (3)=FORCE (3) -GRAV
RETURN
END
```


### 3.3.2 Orthonormality constraint

The tricky point in solving the equations of motion is how to describe the constraints. Let us consider the equation of motion discretized according the Verlet algorithm. We also add a friction term, which
is often used in practice

$$
\begin{align*}
& m_{\psi}\left|\ddot{\psi}_{n}\right\rangle=-\hat{H}\left|\psi_{n}\right\rangle-m_{\psi}\left|\dot{\psi}_{n}\right\rangle \alpha_{\psi}+\sum_{m}\left|\psi_{m}\right\rangle \wedge_{m, n} \frac{1}{f_{n}} \\
& m_{\psi} \frac{\left|\psi_{n}(+)\right\rangle-2\left|\psi_{n}(0)\right\rangle+\left|\psi_{n}(-)\right\rangle}{\Delta^{2}}=-\hat{H}(0)\left|\psi_{n}(0)\right\rangle-m_{\psi} \frac{\left|\psi_{n}(+)\right\rangle-\left|\psi_{n}(-)\right\rangle}{2 \Delta} \alpha_{\psi} \\
&+\sum_{m}\left|\psi_{m}(0)\right\rangle \Lambda_{m, n} \frac{1}{f_{n}} \\
&\left|\psi_{n}(+)\right\rangle-2\left|\psi_{n}(0)\right\rangle+\left|\psi_{n}(-)\right\rangle=-m_{\psi}^{-1} \hat{H}(0)\left|\psi_{n}(0)\right\rangle \Delta^{2}-\left(\left|\psi_{n}(+)\right\rangle-\left|\psi_{n}(-)\right\rangle\right) \underbrace{\frac{\alpha_{\psi} \Delta}{2}}_{=: a_{\psi}} \\
&+\sum_{m} m_{\psi}^{-1}\left|\psi_{m}(0)\right\rangle \Lambda_{m, n} \frac{1}{f_{n}} \Delta^{2}  \tag{3.21}\\
&\left|\psi_{n}(+)\right\rangle= \underbrace{\left|\psi_{m}\right\rangle}_{\left|\psi_{n}(0)\right\rangle \frac{2}{1+a_{\psi}}-\left|\psi_{n}(-)\right\rangle \frac{1-a_{\psi}}{1+a_{\psi}}-m_{\psi}^{-1} \hat{H}(0)\left|\psi_{n}(0)\right\rangle \frac{\Delta^{2}}{1+a_{\psi}}} \\
&+\sum_{m}^{\sum_{m} \underbrace{m_{\psi}^{-1}\left|\psi_{m}(0)\right\rangle \frac{\Delta^{2}}{1+a_{\psi}}}_{\psi} \Lambda_{m, n} \frac{1}{f_{n}}} \tag{3.22}
\end{align*}
$$

Thus we obtain an equation of the form:

$$
\begin{equation*}
\left|\psi_{n}(+)\right\rangle=|\bar{\psi}\rangle+\sum_{n}\left|\chi_{m}\right\rangle \wedge_{m, n} \frac{1}{f_{n}} \tag{3.23}
\end{equation*}
$$

The Lagrange parameters are then determined from the condition

$$
\left\langle\psi_{n}(+) \mid \psi_{m}(+)\right\rangle=\delta_{n, m}
$$

which results in an equation for the Lagrange multiplicators

$$
\begin{aligned}
& \underbrace{\left(\left\langle\bar{\psi}_{n} \mid \bar{\psi}_{m}\right\rangle-\delta_{n, m}\right)}_{A_{n, m}}+\sum_{i} \underbrace{\left\langle\bar{u}_{n} \mid \chi_{i}\right\rangle}_{B_{n, i}} \underbrace{\Lambda_{i, m}}_{X_{i, m}} \frac{1}{f_{m}}+\sum_{i} \underbrace{\frac{1}{f_{n}} \Lambda_{i, n}^{*}}_{X_{n, i}^{\dagger}} \underbrace{\left\langle\chi_{i} \mid \bar{\psi}_{m}\right\rangle}_{B_{m, i}^{\prime}} \\
&+\sum_{i, j} \frac{1}{f_{n}} \Lambda_{X_{i, n}^{*}}^{\langle } \underbrace{\chi_{i}\left|x_{j}\right\rangle}_{C_{i, j}} \underbrace{\wedge_{j, m} \frac{1}{f_{m}}}_{X_{j, m}}=0 \\
& \mathbf{A}+\mathbf{B X}+\mathbf{X}^{\dagger} \mathbf{B}^{\dagger}+\mathbf{X}^{\dagger} \mathbf{C X}=0
\end{aligned}
$$

In addition to this quadratic equation, we need to ensure that the Lagrange multipliers are hermitian. This requirement follows from condition of energy conservation.

$$
\boldsymbol{\Lambda}=\boldsymbol{\Lambda}^{\dagger}
$$

In contrast to the one-dimensional quadratic equation, the quadratic equation with matrices is nontrivial to solve and requires an iterative procedure. If this loop does not converge, the CP-PAW code stops with an error message "loop for orthogonalization not converged".

### 3.4 Constant temperature: the Nose thermostat

The seemingly simple but ingenious Nose thermostat[101] has a thorough physical foundation. Namely, it constructs an exact canonical ensemble.

$$
\begin{align*}
M_{i} \ddot{\vec{R}}_{i} & =\vec{F}_{i}-M_{i} \dot{R}_{i} \dot{x}_{R}  \tag{3.24}\\
Q_{R} \ddot{x}_{R} & =2\left(\sum_{R} \frac{1}{2} M_{i} \dot{\vec{R}}^{2}-\frac{1}{2} g k_{B} T\right) \tag{3.25}
\end{align*}
$$

The equations of Nose are substantially more complicated, but they can be rewritten in the form given above. This form is closely related to that given by Hoover[102]. I have modified his expression so that a second order differential equation for the thermostat variable results[103, 104]

Even though the equations of motion appear like a feedback equation, the thermostat does not come to rest, but performs fluctuations completely consistent with the canonical ensemble.

### 3.4.1 Analysis of the equations of motion

The dynamics of the Nose thermostat can be in a two-dimensional representation, that includes only the kinetic energy of the system and the variable of the Nose thermostat.

To understand the equations of motion let us multiply the first equation with the velocities.

$$
\begin{align*}
\underbrace{\sum_{i} \dot{\vec{R}}_{i} \ddot{\vec{R}}_{i}}_{\partial_{t} E_{k i n}} & =\underbrace{\sum_{i} \vec{F}_{i} \dot{\vec{R}}_{i}}_{-\partial_{t} E_{p o t}}-2 \underbrace{\left(\sum_{i} \frac{1}{2} M_{i} \dot{R}_{i}^{2}\right)}_{E_{k i n}} \dot{x}_{R}  \tag{3.26}\\
Q_{R} \ddot{x}_{R} & =2(\underbrace{\sum_{R} \frac{1}{2} M_{i} \dot{\vec{R}}^{2}}_{E_{k i n}}-\frac{1}{2} g k_{B} T) \tag{3.27}
\end{align*}
$$

Let us now introduce the variables $E_{k i n}(t)=\frac{1}{2} g k_{B} T+e(t)$ and $y(t)=\dot{x}_{R}(t)$, which yields

$$
\begin{align*}
& \dot{e}=-g k_{B} T y-2 e y-\partial_{t} E_{p o t}(t)  \tag{3.28}\\
& \dot{y}=\frac{2}{Q_{R}} e \tag{3.29}
\end{align*}
$$

By inserting the second equation of motion into the first, w obtain

$$
\begin{equation*}
\frac{Q_{R}}{2} \ddot{y}=-g k_{B} T y-2 \frac{Q_{R}}{2} y \dot{y}-\partial_{t} E_{p o t}(t) \tag{3.30}
\end{equation*}
$$

which has to linear order an eigenfrequency of

$$
\begin{equation*}
\omega=\sqrt{\frac{2 g k_{B} T}{Q_{R}}} \tag{3.31}
\end{equation*}
$$

### 3.4.2 Characteristics of the Nose dynamics

The typical behavior of the Dynamics under a Nose thermostat is shown in figure 3.7.
The analysis shows that the kinetic energy oscillates around the target value with a given frequency. In our program we exploit this to hide the variable $Q_{R}$ from the user. The latter is calculated directly from a specified target frequency. The frequency is valid in the limit of small oscillations.

If the oscillations are large, we find time intervals, where the motion is effectively damped out, which are interrupted by a short energy fluctuation. Such a behavior is often encountered in the initial phase of the simulation, where it can produce problems by breaking up the system under study.


Fig. 3.7: Dynamics of the Nose thermostat in the absence of a potential energy. Left figure: vertical axis: kinetic energy in units of $\frac{1}{2} g k_{B} T$. Horizontal axis: velocity of the Nose variable $x_{R}$. The vector field corresponds to the velocities of the system in this coordinate system. The drawing indicates the direction of the vector field by the direction of the arrows and the size of the vectors by the color coding. Right figure: kinetic energy in the absence of forces as driven by the Nose thermostat. The kinetic energy is given in units of $g k_{B} T$.

As long as the forces acting on the system are neglected, the system will stay on a given orbit about the stable point. The only intrinsic effect that determines the size of the orbit, are the changes in the potential energy. The potential energy pushes the system more or less randomly from one to the other of the trajectories.

## Chapter 4

## Plane waves

### 4.1 Basissets

In order to deal with wave functions we need a numerical representation that allows us to represent the continuous wave function by a discrete set of numbers. For this purpose we introduce a so-called basisset. The basisset is a set of functions $\chi_{\alpha}(\vec{r}, \sigma)$, which are identified by an index $\alpha$ and which depend on the spatial variable $\vec{r}$ and a spin variable $\sigma$.

A wave function $\psi(\vec{r})$ can be expanded into this basisset

$$
\begin{equation*}
\psi(\vec{r}, \sigma)=\sum_{\alpha} \chi_{\alpha}(\vec{r}, \sigma) c_{\alpha} \tag{4.1}
\end{equation*}
$$

The choice of a basisset is critical for the accuracy and efficiency of an electronic structure method. Let me name the most common basissets:

- Slater functions

$$
\begin{equation*}
\chi_{\alpha}(\vec{r}, \sigma)=|\vec{r}|^{\ell+2 n_{\alpha}} \mathrm{e}^{-\lambda_{\alpha}|\vec{F}|} Y_{\ell_{\alpha}, m_{\alpha}}(\vec{r}) \delta_{\sigma, \sigma_{\alpha}} \tag{4.2}
\end{equation*}
$$

are derived from the wave functions of a generalized hydrogen atom. Analytical integrations are, however, complex, so that Slater functions. A code using Slater functions is the Amsterdam Density-Functional (ADF) code.

- Gauss functions

$$
\begin{equation*}
\chi_{\alpha}(\vec{r}, \sigma)=|\vec{r}|^{\ell+2 n_{\alpha}} \mathrm{e}^{-\lambda_{\alpha}|\vec{r}|^{2}} Y_{\ell_{\alpha}, m_{\alpha}}(\vec{r}) \delta_{\sigma, \sigma_{\alpha}} \tag{4.3}
\end{equation*}
$$

are used in the majority of quantum chemistry calculations. Compared to atomic orbitals they fall off too fast and they do not exhibit a cusp at the origin, which is present in the true wave functions. However, they have the big advantage that most integrations can be performed analytically. Most well known is the GAUSSIAN code package, Turbomole, ORCA, etc.

- Plane waves

$$
\begin{equation*}
\chi_{\alpha}(\vec{r}, \sigma)=\mathrm{e}^{i \vec{G}_{\alpha} \vec{r}} \delta_{\sigma, \sigma_{\alpha}} \tag{4.4}
\end{equation*}
$$

are probably the most simple basisset. It is usually used in conjunction with the pseudopotential approximation. Plane waves are, however, also used as envelope function in augmented wave methods such as the augmented plane wave (APW) method, the linear augmented plane wave method (LAPW) and the projector augmented wave (PAW) method.

- Augmented wave methods can use other basis sets. Because they replace the behavior of the socalled envelope function in the atomic region by numerical solutions of the Schrödinger equation, they are very flexible in the choice of the basisset for the envelope function. One widely used basisset are spherical Hankel functions, which are solutions to the Helmholtz equation. Like plane waves, spherical Hankel functions solve the Schrödinger equation for a constant potential. They are used in methods such as the Linear augmented muffin tin orbital (LMTO) method, the closely related Augmented spherical wave (ASW) method, and the Korringa-Kohn-Rostokker (KKR) method.

The underlying reason for the success of plane waves is firstly, that a basis set of plane waves can be made complete in a systematic way. Secondly, most operations with plane waves are extraordinarily simple. Most importantly, the transformation between the expansion coefficients of a function and its real space representation can be done with a highly efficient numerical technique, the so-called Fast Fourier transform.

### 4.2 Plane waves

The pseudo part of the wave functions, densities and potentials are expanded into plane waves. A plane wave is a function having the form

$$
\begin{equation*}
\chi_{\alpha}(\vec{r})=\mathrm{e}^{i \vec{G}_{\alpha} \vec{r}} \tag{4.5}
\end{equation*}
$$

where $\vec{G}$ is called the wave vector. To simplify the discussion, we drop the spin dependence from here on.

Thus, a general wave function has the form

$$
\begin{equation*}
\psi(\vec{r})=\sum_{\alpha} \mathrm{e}^{i \vec{G}_{\alpha} \vec{r}} \psi\left(\vec{G}_{\alpha}\right) \tag{4.6}
\end{equation*}
$$

The plane wave coefficients are $\psi\left(\vec{G}_{\alpha}\right)$. The notation may be somewhat misleading, because we use the same symbol for the wave function and its plane wave coefficients. Furthermore, we use $\psi\left(\vec{G}_{\alpha}\right)$ instead of $\psi_{\alpha} .^{1}$

In order to deal with wave functions in a plane wave representation on the computer, we need to limit the number of coefficients $\psi\left(\vec{G}_{\alpha}\right)$ to a finite set. This involves two steps:

- We select a discrete grid of G-vectors $\vec{G}_{\alpha}$. This is equivalent to choosing wave functions for periodic crystals. Such wave functions are the so-called Bloch states.
- we limit the length of the wave vectors considered. For this purpose we introduce the so-called plane wave cutoff $E_{P W}$ and impose the requirement

$$
\begin{equation*}
\frac{1}{2} \vec{G}_{\alpha}^{2}<E_{P W} \tag{4.7}
\end{equation*}
$$

A finite plane wave cutoff limits the strength of the corrugation of the wave function, and the convergence with this parameter needs to be checked.

### 4.3 Real-space lattice

In our codes, we mostly deal with functions that are periodic with the lattice vectors of the crystal. If $\vec{t}$ is any of the real space lattice vectors, the periodicity of a function $f(\vec{r})$ with $\vec{t}$ implies

$$
\begin{equation*}
f(\vec{r}+\vec{t})=f(\vec{r}) \tag{4.8}
\end{equation*}
$$

[^11]The lattice vectors $\{\vec{t}\}$ define a regular grid of points in real space. The general lattice vectors $\vec{t}_{i, j, k}=\vec{T}_{1} i+\vec{T}_{2} j+\vec{T}_{3} k$ are multiples of the three primitive lattice vectors $\vec{T}_{1}, \vec{T}_{2}$ and $\vec{T}_{3}$. It is often convenient to combine the primitive lattice vectors into a matrix $\boldsymbol{T}$.

$$
\boldsymbol{T} \hat{=}\left(\begin{array}{ccc}
T_{1, x} & T_{2, x} & T_{3, x}  \tag{4.9}\\
T_{1, y} & T_{2, y} & T_{3, y} \\
T_{1, z} & T_{2, z} & T_{3, z}
\end{array}\right)
$$

because the general lattice vector can be represented as a matrix vector product

$$
\vec{t}_{i, j, k}=\boldsymbol{T}\left(\begin{array}{l}
i  \tag{4.10}\\
j \\
k
\end{array}\right)
$$

### 4.4 Reciprocal-space lattice

Any periodic function $f(\vec{r})$ can be expanded into a series of plane waves

$$
f(\vec{r})=\sum_{G} \mathrm{e}^{i \vec{G} \vec{r}} F(\vec{G})
$$

where the $G$-vectors are taken from the reciprocal lattice. The constants $F(\vec{G})$ are called the plane-wave coefficients of the function $f(\vec{r})$.

The reciprocal lattice is formed by all $G$-vectors, for which the plane wave $\mathrm{e}^{i \vec{G} \vec{r}}$ is periodic with the lattice, i.e.

$$
\begin{equation*}
\mathrm{e}^{i \vec{G}(\vec{r}+\vec{t})}=\mathrm{e}^{i \vec{G} \vec{r}} \tag{4.11}
\end{equation*}
$$

This implies $\mathrm{e}^{i \vec{G} \vec{t}}=1$ or

$$
\begin{equation*}
\vec{G} \vec{t}=2 \pi n, \tag{4.12}
\end{equation*}
$$

where $n$ is some integer.
The general reciprocal space vectors $\vec{G}_{i, j, k}=\vec{g}_{1} i+\vec{g}_{2} j+\vec{g}_{3} k$ are multiples of three primitive reciprocal lattice vectors $\vec{g}_{1}, \vec{g}_{2}$ and $\vec{g}_{3}$. They can be combined into a $(3 \times 3)$ matrix $\boldsymbol{g}$, which obeys ${ }^{2}$

$$
\begin{equation*}
\boldsymbol{g}^{\top} \boldsymbol{T}=2 \pi \mathbf{1} \quad \text { or } \quad \boldsymbol{g}=2 \pi\left(\boldsymbol{T}^{-1}\right)^{\top} \tag{4.13}
\end{equation*}
$$

To the beginner, the reciprocal lattice appears like a fairly abstract object. However, it can be connected directly to physical properties. Some of them are illustrated in Fig. fig:graphite. They can be summarized as follows:

## PHYSICAL MEANING OF RECIPROCAL LATTICE VECTORS

The directions of the reciprocal lattice vectors are perpendicular to the lattice planes. The length of the primitive reciprocal lattice vectors is $2 \pi$ divided by the distance of the lattice planes.

### 4.5 Fourier Transform

With the help of the concept of the reciprocal lattice we can formulate the Fourier transform for periodic functions.

[^12]

Fig. 4.1: Translational and rotational symmetry of a single graphite sheet and demonstration of reciprocal lattice vectors. Graphite is a layered material, which consists of sheets as the one shown. The yellow balls indicate the carbon atoms and the blue sticks represent the bonds. In graphite these two-dimensional sheets are stacked ontop of each other, where every second sheet is shifted such that an atom falls vertically below the point indicated by $C_{6}$. Here we only consider the symmetry of a single sheet. The elementary unit cell is indicated by the red parallelogram, which is spanned by the elementary lattice vectors $\vec{T}_{1}$ and $\vec{T}_{2}$. The third lattice vector points perpendicular to the sheet towards you. An example for a general lattice vector is $\vec{t}_{3,-2,0}=3 \vec{T}_{1}-2 \vec{T}_{2}+0 \vec{T}_{3}$. The lattice planes indicated by the dashed lines. The lattice planes are perpendicular to the sheet. The distance of the lattice planes are indicated by $\Delta_{1}$ and $\Delta_{2}$. The elementary reciprocal lattice vectors are $\vec{g}_{1}$ and $\vec{g}_{2}$. The third reciprocal lattice vector points perpendicular out of the plane towards you. Note that the reciprocal lattice vectors have the unit "inverse length". Thus their length is considered irrelevant in this real space figure. The axis through $C_{3}$ standing perpendicular to the plane is a three-fold rotation axis of the graphite crystal. The axis through $C_{6}$ perpendicular to the plane is a 6 -fold rotation axis of the graphite sheet, but only a three-fold rotation axis of the graphite crystal. (Note that a rotation axis for the graphite crystal must be one for both sheets of the crystal). In addition there is a mirror plane lying in the plane. Furthermore there are several mirror planes perpendicular to the plane: One passing through every atom with one of the three bonds lying in the plane and one perpendicular each bond passing through the bond center.

## FOURIER TRANSFORM OF PERIODIC FUNCTIONS

For a function that is periodic on a lattice specified by the primitive lattice vectors $\vec{T}_{1}, \overrightarrow{T_{2}}, \overrightarrow{T_{3}}$ the forward and back transforms are

$$
\begin{align*}
f(\vec{r}) & =\sum_{\vec{G}} \mathrm{e}^{i \vec{G} \vec{r}} F(\vec{G})  \tag{4.14}\\
F(G) & =\frac{1}{V} \int_{V} d^{3} r \mathrm{e}^{-i \vec{G} \vec{r}} f(\vec{r}) \tag{4.15}
\end{align*}
$$

where $V=\operatorname{det}(\boldsymbol{T})$ is the volume of the primitive real-space unit cell. The integration is performed over one unit cell of the real-space lattice. The sum over $G$-vectors includes all reciprocal lattice vectors.

### 4.6 Hamiltonian contributions and FFT's

The main advantage of the plane wave basisset is that the kinetic energy and the Coulomb interaction are diagonal in reciprocal space and that the potential energy in a potential is diagonal in $r$ space. Furthermore the transform from real to reciprocal space can be done with enormous efficiency using

## Fast Fourier Transforms (FFT).

Normally such a transformation takes $n^{2}$ operations, where $n$ is the number of grid points. A fast fourier transform on the other hand takes only $n \log n$ operations.

The kinetic energy of the pseudo wave functions has the form

$$
\begin{equation*}
\tilde{E}_{k i n}=\sum_{n} f_{n}\left\langle\psi_{n}\right| \frac{\hat{\vec{p}}^{2}}{2 m_{e}}\left|\psi_{n}\right\rangle_{V}=V \sum_{n} f_{n} \sum_{\vec{G}} \frac{(\hbar \vec{G})^{2}}{2 m_{e}}\left|\tilde{\psi}_{n}(\vec{G})\right|^{2} \tag{4.16}
\end{equation*}
$$

I have introduced here the subscript $V$ at the bracket to indicate that the scalar product is defined as an integral over a single unit cell only. Usually this restriction is silently assumed, where appropriate.

The electrostatic energy is calculated from the charge density as

$$
\begin{equation*}
E=\frac{1}{2} \int_{V} d^{3} r \int_{\infty} d^{3} r^{\prime} \frac{\rho(\vec{r}) \rho\left(\overrightarrow{r^{\prime}}\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|}=V \sum_{\vec{G}, \Gamma \in\{\vec{G}\}} \frac{-1}{\epsilon_{0}|\vec{G}|^{2}}|\rho(\vec{G})|^{2} \tag{4.17}
\end{equation*}
$$

Only one of the two real-space integrations is restricted to the first unit cell, while the other is performed over the entire space. The charge density $\rho(\vec{r})$ is e times the total electronic charge density plus the charge density of the nuclei.

We observe the singularity at the $\Gamma$ point, i.e. $\vec{G}=\overrightarrow{0}$. This singularity is only avoided, if the charge density $\rho(\vec{G})$ vanishes at the $\Gamma$-point, which implies that the average charge density must vanish. This is not surprising because in this case the total charge of the entire system becomes infinite, which results in an infinite potential and therefore an infinite electrostatic interaction between the density of one unit cell with the rest.

In order to remedy this problem, a compensating charge background is automatically added to ensure that the average density vanishes. ${ }^{3}$ In practice, the $\Gamma$-point is simply excluded from the sum for the electrostatic self energy.

The electron density is constructed in real space. The wave functions are Fourier transformed into real space, where the product is formed and the density is summed up. Once this has been done, the result is Fourier transformed into reciprocal space.

Similarly, the wave functions are multiplied with the potentials in real space.

### 4.7 Plane wave cutoff

The maximum length $G_{\max }$ of all wave vectors $\vec{G}$ of a plane wave is a measure of the length scale $\Delta=\pi / G_{\max }$ on which the wave function can vary.

This value is usually expressed by the plane wave cutoff $E_{P W}$ which is the maximum kinetic energy of all plane waves.

$$
E_{P W}=\frac{\left(\hbar G_{\max }\right)^{2}}{2 m_{e}}
$$

It is often specified in the Rydberg energy unit Ry. One Rydberg is the total energy of a hydrogen atom, namely the binding energy of electron and proton.

[^13]It is vital to use a spherical plane wave cutoff to avoid breaking the spherical symmetry. Thus all plane coefficients $\psi(\vec{G})$ with

$$
\begin{equation*}
\vec{G} \leq \frac{1}{\hbar} \sqrt{2 m_{e} E_{P W}} \tag{4.18}
\end{equation*}
$$

are included in the expansion and all other are excluded. Remember, that this cutoff applies to the displaced lattice, which includes $\vec{k}$ and not the unshifted lattice which includes the $\Gamma$-point.

### 4.8 Plane wave cutoff for the density

For a give plane wave cutoff for the wave functions the plane wave cutoff for the density should be four times higher. This follows from the expression for the electron density $n(\vec{r})$.

$$
\begin{equation*}
n(\vec{r})=\sum_{n} f_{n} \psi_{n}^{*}(\vec{r}) \psi_{n}(\vec{r})=\sum_{n} f_{n} \sum_{G, G^{\prime}} \psi_{n}^{*}(\vec{G}) \psi_{n}(\vec{G}) \mathrm{e}^{i\left(\vec{G}-\vec{G}^{\prime}\right) \vec{r}} \tag{4.19}
\end{equation*}
$$

We see that the largest value for $\vec{G}-\vec{G}^{\prime}$ is $2 G_{\text {max }}$, when $|\vec{G}|,\left|\vec{G}^{\prime}\right|<G_{\text {max }}$. Because the maximum G-vector enters quadratically into the expression for the plane wave cutoff we find

$$
\begin{equation*}
E_{P W}(n)=4 E_{P W}(\psi) \tag{4.20}
\end{equation*}
$$

In practice we reduce the plane wave cutoff to a smaller value to speed up the calculation.

### 4.9 Plane wave convergence

The number of plane waves can be calculated from the plane wave cutoff as

$$
\begin{equation*}
N_{P W}=\frac{V}{(2 \pi)^{3}} \frac{4 \pi}{3}\left(\frac{1}{\hbar} \sqrt{2 m_{e} E_{P W}}\right)^{3}=\underbrace{\frac{1}{(2 \pi \hbar)^{3}} \frac{4 \pi}{3}}_{0.01688 \mathrm{a} \cdot \mathrm{u} .} \cdot V\left(2 m_{e} E_{P W}\right)^{\frac{3}{2}} \tag{4.21}
\end{equation*}
$$

where $V$ is the volume of the unit cell.
Example our cell for malonaldehyde has an fcc unit cell with a lattice constant of $2 * 5.9944$ Åand thus a volume of $V=2 *(5.9944 / 0.529177)^{2} a_{0}^{3}$, which leads to a prediction of 8067 plane waves for the wave functions and 22816 plane waves for the density using a plane wave cutoff of 60 Ry for the latter. The program calculates 7991 plane waves for the wave functions and 11498 for the density. The lower value for the density is because we can exploit that the density is real so that only one-half of all g-vectors needs to be kept.

### 4.10 Sawtooth

One big advantage of plane waves is that the basis set does not depend on the atomic structure. However it depends on the lattice vectors. When the lattice periodicity is changed, for example, when we change the volume of the unit cell, the changes of the basis set need to be taken into account.

If one fixes the size of the basis set, the crystal will artificially contract. The reason is that the quality of the basisset increases as the lattice vectors become smaller: The wave functions can describe corrugations with a shorter characteristic length.

Therefore, it is important to fix the plane wave cutoff when changing the lattice vectors. The shape of the energy versus volume curve will converge faster with plane wave cutoff.

However as we change the volume, the number of basis functions does not change continuously. Each time additional basis functions are allowed, the energy will drop because the basis set has a
larger variational degree of freedom. If one calculates the total energy as function of volume, one observes a Sawtooth behavior.

In order to obtain reliable values it is important to choose points for the volumes that are sufficiently far apart so that the sawtooth behavior of the energy can be ignored.

The sawtooth disappears if the calculation is well converged with the number of place waves. The sawtooth can also be made smaller by using a fine k-point grid, because then the distance between the "teeth" becomes smaller.

## Chapter 5

## K-points and Brillouin zone integration

### 5.1 Bloch states

In a crystal the potential and the charge density have the periodicity of the crystal lattice ${ }^{1}$. The wave functions, however, are not periodic.

Still, because the Hamiltonian is periodic, the wave functions can be chosen as eigenstates of the lattice translation operator $\hat{S}(\vec{t})$ defined by

$$
\begin{equation*}
\hat{S}(\vec{t}) \stackrel{\text { def }}{=} \int d^{3} r|\vec{r}+\vec{t}\rangle\langle\vec{r}| \quad \Leftrightarrow \quad \hat{S}(\vec{t}) \psi(\vec{r})=\psi(\vec{r}-\vec{t}) \tag{5.1}
\end{equation*}
$$

The eigenvalue equation has the form

$$
\begin{equation*}
\psi(\vec{r}-\vec{t})=\psi(\vec{r}) \mathrm{e}^{-i \vec{k} \vec{t}} \tag{5.2}
\end{equation*}
$$

where $\mathrm{e}^{-i \vec{k} \vec{t}}$ is the eigenvalue.
The eigenvalue equation implies ${ }^{2}$ that

$$
\begin{equation*}
u(\vec{r}) \stackrel{\text { def }}{=} \psi(\vec{r}) e^{i \vec{k} \vec{r}} \tag{5.4}
\end{equation*}
$$

is periodic.

## BLOCH THEOREM

The one-particle wave functions of a crystal can be written as Bloch states

$$
\begin{equation*}
\psi(\vec{r})=u(\vec{r}) e^{i \vec{k} \vec{r}} \tag{5.5}
\end{equation*}
$$

namely as product of a periodic function $u(\vec{r})$, which obeys

$$
\begin{equation*}
u(\vec{r}+\vec{t})=u(\vec{r}) \tag{5.6}
\end{equation*}
$$

and a phase factor $e^{i \vec{k} \vec{F}}$. The Bloch vector $\vec{k}$ is a good quantum number of the system.

[^14]\[

$$
\begin{equation*}
\psi(\vec{r}-\vec{t})=\psi(\vec{r}) \mathrm{e}^{-i \vec{k} \vec{t}} \quad \Rightarrow \quad \psi(\vec{r}-\vec{t}) \mathrm{e}^{-i \vec{k} \vec{t}}=\psi(\vec{r}) \quad \Rightarrow \quad \underbrace{\psi(\vec{r}-\vec{t}) \mathrm{e}^{i \vec{k}(\vec{r}-\vec{t})}}_{u(\vec{r}-\vec{t})}=\underbrace{\psi(\vec{r}) \mathrm{e}^{i \vec{k} \vec{r}}}_{u(\vec{r})} \tag{5.3}
\end{equation*}
$$

\]

The periodic part can be represented by a Fourier expansion with G-vectors $\vec{G}=\vec{g}_{1} i+\vec{g}_{2} j+\vec{g}_{3} k$ from the reciprocal lattice

$$
\begin{equation*}
u(\vec{r})=\sum_{\vec{G} ; \Gamma \in\{\vec{G}\}} U(\vec{G}) e^{i \vec{G} \vec{r}} \tag{5.7}
\end{equation*}
$$

The $\Gamma$ point is the origin $(0,0,0)$ of the reciprocal lattice.
The full wave function may also be expressed by a sum over $G$ vectors that are displaced away from the $\Gamma$-point so that $\vec{k}$ is part of the shifted lattice.

$$
\begin{equation*}
\psi(\vec{r})=\left(\sum_{\vec{G} ; \Gamma \in\{\vec{G}\}} e^{i \vec{G} \vec{r}} U(\vec{G})\right) e^{i \vec{k} \vec{r}}=\left(\sum_{\vec{G} ; \Gamma \in\{\vec{G}\}} e^{i(\vec{k}+\vec{G}) \vec{r}} U(\vec{G})\right)=\sum_{\vec{G} ; \vec{k} \in\{\vec{G}\}} e^{i \vec{G} \vec{r}} \psi(\vec{G}) \tag{5.8}
\end{equation*}
$$

where $\psi(\vec{G})=U(\vec{G}-\vec{k})$.
I have purposely written up the wave function in several different notations, because one can easily be confused by the varying notation of different authors. I, personally, prefer a rather uncommon notation, namely the last one in Eq. 5.8. This is important to keep in mind while reading my notes.

### 5.2 Bloch vector as good quantum number

The Hamiltonian matrix elements between two arbitrary Bloch states, the result vanishes whenever the two Bloch states differ. The Hamiltonian in a basis of Bloch states is block diagonal. This allows one to obtain the eigenstates for each Bloch-vector individually.

Expectation values, which are sums over all one-particle states, need to be obtained as a sum over a unit cell in reciprocal space. This integration is called Brillouin-zone integration for historical reasons. ${ }^{3}$

The matrix elements of the Hamiltonian as function of the Bloch vector are what is called the band structure.

Bloch states for a given Bloch vector $\vec{k}$ can be transformed into equivalent states for a Bloch vector $\vec{k}^{\prime}=\vec{k}+\vec{G}$ shifted by a reciprocal lattice vector by multiplying the periodic function with a periodic plane wave.

$$
\begin{equation*}
\psi(\vec{r})=u(\vec{r}) \mathrm{e}^{i \vec{k} \vec{r}}=\underbrace{\left(u(\vec{r}) \mathrm{e}^{-\vec{G} \vec{r}}\right)}_{u^{\prime}(\vec{r})} \mathrm{e}^{i(\vec{k}+\vec{G}) \vec{r}} \tag{5.9}
\end{equation*}
$$

This immediately tells us that the band structure, as well as the matrix element of any one-particle Hamiltonian between Bloch states is periodic with the reciprocal lattice. Hence a single periodic unit cell contains the complete information on the system.

### 5.3 Band structures

This is the reason why band structures are not represented in an extended zone scheme but in a reduced zone scheme.

- in the extended zone scheme the band structure of free electrons would be a single parabola, and would extend to infinity in reciprocal space.
- in the periodic zone scheme, the free electron would consists of many parabola centered at the reciprocal lattice points. Thus the reciprocal zone scheme is periodic with the periodicity of the reciprocal lattice.
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Fig. 5.1: Band structure of free, non-interacting electrons. The lattice is an fcc-cell with a lattice constant of $4.05 \AA$ corresponding to aluminum. The high symmetry points are given in units of $\frac{2 \pi}{d_{l a t}}$. The numbers indicate the degeneracy beyond spin-degeneracy. On the right-hand side, the band structure of aluminum is shown in comparison.

- in the reduced zone scheme, only the irreducible part of the periodic zone scheme is shown, that is one single repeat unit. The band structures shown in Fig. 5.1 are in a reduced zone scheme. There are several choices for the repeat units of the reciprocal lattice. One choice is simply the primitive unit cell of the reciprocal lattice. However, the shape of the unit cell does not have the point-group symmetry of the reciprocal lattice. Therefore one instead chooses the Wigner Seitz cell ${ }^{4}$ of the reciprocal lattice, which is called the Brillouin zone.

In the reduced zone scheme, all wave vectors connected by a reciprocal lattice vector, fall ontop of the same point in the Brillouin zone. Thus a Hamiltonian that has lattice periodicity couples all points that lie at the same point in the Brillouin zone. This is demonstrated in Fig. 5.2.

From perturbation theory we know that the splitting of two interacting states is large when the two states are close or even degenerate. Thus the largest effect in the band structure occurs right at the boundary of the irreducible zone, where the degeneracy of the free electron gas is lifted by the periodic potential. Thus local band gaps appear at the surface of the Brillouin zone. This band gap, however, is usually warped, so that there is no energy window, that completely lies in all local band gaps. In that case the material remains a metal.

### 5.4 Brillouin-zone integrations

When we evaluate matrix elements of one-particle operators, we perform a Brillouin zone integration of the form

$$
\begin{equation*}
\langle A\rangle=\sum_{n} \frac{1}{\Omega_{G}} \int_{\Omega_{G}} d^{3} k f\left(\epsilon_{\vec{k}, n}\right)\left\langle\psi_{\vec{k}, n}\right| \hat{A}\left|\psi_{\vec{k}, n}\right\rangle \tag{5.10}
\end{equation*}
$$

where the function $f(\epsilon)=\left[1+\mathrm{e}^{\frac{1}{k_{B} T}(\epsilon-\mu)}\right]^{-1}$ is the Fermi distribution function, which determines if the state $\left|\psi_{\vec{k}, n}\right\rangle$ is occupied or not. It depends on the chemical potential $\mu$ for the electrons and the temperature $T$. In the low-temperature case relevant for us, the Fermi distribution function is a step
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Fig. 5.2: Schematic demonstration how a periodic potential results in a coupling between states with the same wave vector in the reduced zone scheme. If a free particle experiences a potential with periodicity $a$, states with wave vectors that differ by a reciprocal lattice vector $G_{n}=\frac{2 \pi}{a} n$ couple. The coupling shifts the upper state up and the lower state down, which results in an opening of the gap. As a result of the coupling, the wave vector of a free particle state is no more a good quantum number. However, the wave vector in the reduced zone scheme remains to be a good quantum number.
function that vanished for states above the Fermi level and is equal to one (or two, if spin degeneracy is included) if the energy is below the Fermi level.
$\Omega_{G}$ is the volume of the reciprocal unit cell. It is given by the primitive real space lattice vectors as

$$
\begin{equation*}
\Omega_{G}=\frac{(2 \pi)^{2}}{\operatorname{det}|\mathbf{T}|} \tag{5.11}
\end{equation*}
$$

The integral of the matrix element is an integral over the real-space unit cell

$$
\begin{equation*}
\left\langle\psi_{\vec{k}, n}\right| \hat{A}\left|\psi_{\vec{k}, n}\right\rangle=\int_{\Omega_{T}} d^{3} r \psi_{\vec{k}, n}^{*}(\vec{r}) \hat{A} \psi_{\vec{k}, n}(\vec{r}) \tag{5.12}
\end{equation*}
$$

and the states are normalized such that

$$
\begin{equation*}
\left\langle\psi_{\vec{k}, n} \mid \psi_{\vec{k}, n^{\prime}}\right\rangle=\delta_{n, n^{\prime}} \tag{5.13}
\end{equation*}
$$

### 5.4.1 Sampling

The most simple integration scheme on the market is $\mathbf{k}$-point sampling. The integral is discretized on a lattice over which the result is summed.

We first select the so-called Monkhorst-Pack lattice

$$
\begin{equation*}
\vec{k}_{i, j, k}=\vec{G}_{1} \frac{i}{N_{1}}+\vec{G}_{2} \frac{j}{N_{2}}+\vec{G}_{3} \frac{k}{N_{3}} \tag{5.14}
\end{equation*}
$$

Then we evaluate the expectation value as sum over all $k$-points

$$
\begin{equation*}
\langle A\rangle=\sum_{n} \frac{1}{N_{1} N_{2} N_{3}} \sum_{i, j, k} f\left(\epsilon_{\vec{k}_{i, j, k}, n}\right)\left\langle\Psi_{\vec{k}_{i j, k}, n}\right| \hat{A}\left|\Psi_{\vec{k}_{i j, k}, n}\right\rangle \tag{5.15}
\end{equation*}
$$



Fig. 5.3: $k$-point grid in the unit cell of the reciprocal lattice. The primitive reciprocal lattice vectors are $\vec{g}_{1}, \vec{g}_{2}$ and $\vec{g}_{3}$.

Very important is that the k-points form a regular lattice, because the result is equivalent to a Fourier interpolation followed by an integration. Remember therefore that the way the k-points are chosen is not arbitrary! For completely filled bands, the result of the discretized sum is the same as the integral of the Fourier interpolated matrix elements in reciprocal space. As a consequence the integral for filled bands converges very fast, namely exponentially. The results for partially occupied bands are not as accurate, because the sampling method is not able to capture the correct shape of the Fermi surface. In this case the improved tetrahedron method[133], described below, is the method of choice.

### 5.4.2 Tetrahedron method

For metals there is a better strategy than sampling, namely the improved tetrahedron method[133]. The improved tetrahedron method builds upon the linear tetrahedron method invented independently by Jepsen and Andersen and by Lehman and Taut[134, 135].

The tetrahedron method also starts out from the same regular grid as the sampling method. However, it divides divides space between the grid points into tetrahedra and interpolates the energy $\epsilon_{n}(\vec{k})$ and the matrix elements $A_{n}(\vec{k})$ linearly inside each tetrahedron. All the information for the linear interpolation is obtained from the values at the four corners of a tetrahedron. The occupied states fill a polyhedron with a triangulated surface.

The modern tetrahedron method[133] is formulated such that filled bands are treated identically to the sampling method on a Monckhorst-Pack mesh. Thus the method profits from the exponential convergence for all filled bands. Furthermore there is no difference between this implementation of the tetrahedron method and the zero-temperature sampling method for insulators.

While the bands and matrix elements are piecewise linear, the modern tetrahedron method[133] contains an additional correction, which goes beyond the linear interpolation of the matrix elements and effectively includes quadratic terms.

The notion behind this correction[133] is that the linear approximation overestimates bands with a positive curvature, while it underestimates those with negative curvature. For filled bands the average curvature vanishes so that these errors cancel. For partially filled bands, it is possible to estimate the average curvature of the bands in the occupied region from the slope of the bands at the Fermi surface. The latter is accessible from the linearly interpolated bands. Thus the error can be estimated and used as a correction for the results.


Fig. 5.4: Scheme to demonstrate the interpolation errors of the conventional tetrahedron method and the correction in the improved tetrahedron method.

### 5.5 Grids and such

### 5.5.1 Shifted k-point grids

It is possible to shift the k-point grid so that the $\Gamma$-point is avoided ${ }^{5}$. The $\Gamma$-point is a high symmetry point and therefore describes either the maxima or the minima of a band. This is usually a bad estimate for the average value of the band that we finally need. Therefore it us better to shift the grid away from Gamma.

### 5.5.2 k-point spacing and real-space cutoff

The sampling method with $N_{1} N_{2} N_{3} k$-points is equivalent to a calculation in a supercell in real space with $N_{1} \times N_{2} \times N_{3}$ unit cells. Thus even the discretized k-point set describes a physical system.

A supercell can be characterize by the minimum distance between periodic images in real space. This minimum distance is ideally as large as possible. Therefore, we use this minimum distance to characterize the quality of the k-point grid.

We define the parameter slightly differently, namely completely analogous to the plane wave cutoff. A matrix element in $k$-space is expanded in plane waves in reciprocal space

$$
\begin{equation*}
A_{n}(\vec{k})=\sum_{\vec{t}} a_{n}(\vec{t}) e^{i \vec{t} \vec{k}} \tag{5.16}
\end{equation*}
$$

where $a_{n}(\vec{t})$ are the Fourier components. Because of the periodicity in of the matrix elements in reciprocal space, only Fourier coefficients at the real space lattice vectors contribute. In order to find a cutoff that does not break the symmetry, we only include those lattice vectors for which

$$
\begin{equation*}
\vec{t}<\vec{R} \tag{5.17}
\end{equation*}
$$

where $R$ is a parameter defining number of Fourier coefficients. $R$ should be taken so large that a perturbation is screened out over this distance. Such a criterion depends of course on the requirements on the accuracy of a calculations, but in general the value will be a few nanometers.

[^17]
### 5.5.3 Time-inversion symmetry and real wave functions

While we do not exploit spatial symmetries in the CP-PAW code, we do exploit time-inversion symmetry.

The Schrödinger equation for a charged particle in an electromagnetic field is symmetric under simultaneous time-inversion and reversal of magnetic fields. That is, the Schrödinger is invariant under the following transformation (P. Blöchl, $\Phi$ SX: The electronic structure of matter)

$$
\begin{align*}
\psi^{\prime}(\vec{r}, t) & =\psi^{*}(\vec{r},-t) \\
\overrightarrow{A^{\prime}}(\vec{r}, t) & =-\vec{A}(\vec{r},-t) \\
\Phi^{\prime}(\vec{r}, t) & =\Phi(\vec{r},-t) \tag{5.18}
\end{align*}
$$

Here $\vec{A}$ and $\Phi$ are the electromagnetic vector potential and the scalar electromagnetic potential respectively. With $\psi(\vec{r}, t)=\mathrm{e}^{-i \omega_{n} t} \psi_{n}(\vec{r})$ this implies

$$
\begin{equation*}
\psi_{n}^{\prime}(\vec{r})=\psi_{n}^{*}(\vec{r}) \tag{5.19}
\end{equation*}
$$

and for the Fourier coefficients

$$
\begin{equation*}
\psi_{n}^{\prime}(\vec{G})=\psi_{n}^{*}(-\vec{G}) \tag{5.20}
\end{equation*}
$$

Time-inversion symmetry thus results in the relation

$$
\begin{equation*}
\Psi_{-\vec{k}, n}(\vec{r})=\Psi_{\vec{k}, n}^{*}(\vec{r}) \tag{5.21}
\end{equation*}
$$

Note, that this does not hold for non-collinear calculations, because time-inversion symmetry is broken by the effective magnetic field.

The last equation says that if we know an eigenstate of the Hamiltonian with a Bloch vector $\vec{k}$, we can immediately can construct a corresponding eigenstate at $-\vec{k}$. As demonstrated in Fig. 5.5, this has the following consequences:

- only the wave function for about half of the Bloch vectors need to be explicitly calculated, while the other half is obtained via Eq. 5.20. Hence, the matrix elements of about half of the k-points is identical to another one. Therefore only the matrix elements at the irreducible k-points, i.e. only one from a pair of related k-points, are explicitly calculated and their sampling weight is doubled.
- For each lattice there are 8 k-points for which $-\vec{k}$ and $+\vec{k}$ differ by exactly one reciprocal lattice vector. For these $k$-points the wave functions can be chosen real. In other words: if a wave function for this k-point is complex, both, real and imaginary part are independent solutions of the Schrödinger equation.

There are special k-points that are mapped onto each other. They do not obtain the doubled integration weight, as they are related only to itself but not to another $k$-point. The special $k$-points are those that can be mapped onto itself by an inversion at the $\Gamma$ point (the origin) and a lattice


Fig. 5.5: Demonstration of the relation of k-points by time-inversion symmetry. Time inversion symmetry corresponds to an inversion symmetry in reciprocal space. a $k$-point $x$ is related by inversion at a reciprocal lattice point to point $x^{\prime}$. All points that are related by a reciprocal lattice translation are indicated by the same number $x$ or $x^{\prime}$. Thus in a grid with a $4 \times 3$ division, only 10 k-points are independent instead of 12. Four of the points are special that is they only require half the computational effort than the general k-points. The computational effort is this reduced by a factor $\frac{8}{12}$
translation in reciprocal space. They are:

$$
\begin{aligned}
\vec{k} & =\overrightarrow{0} \\
\vec{k} & =\frac{1}{2} \vec{g}_{1} \\
\vec{k} & =\frac{1}{2} \vec{g}_{2} \\
\vec{k} & =\frac{1}{2} \vec{g}_{3} \\
\vec{k} & =\frac{1}{2} \vec{g}_{2}+\frac{1}{2} \vec{g}_{3} \\
\vec{k} & =\frac{1}{2} \vec{g}_{1}+\frac{1}{2} \vec{g}_{3} \\
\vec{k} & =\frac{1}{2} \vec{g}_{1}+\frac{1}{2} \vec{g}_{2} \\
\vec{k} & =\frac{1}{2} \vec{g}_{1}+\frac{1}{2} \vec{g}_{2}+\frac{1}{2} \vec{g}_{3}
\end{aligned}
$$

If time-inversion symmetry is exploited, the wave functions can be assumed to be real. This reduces the amount of data in half.

In fact, we can superimpose two real wave function into a complex super wave function. Thus we need to consider only half of the wave functions.

$$
\begin{equation*}
\left|\Psi^{\text {sup }}\right\rangle:=\left|\Psi_{1}\right\rangle+i\left|\Psi_{2}\right\rangle \tag{5.22}
\end{equation*}
$$

In real space the two real wave functions are obtained from

$$
\begin{align*}
\left\langle\vec{r} \mid \Psi_{2}\right\rangle & =\operatorname{Im}\left\langle\vec{r} \mid \Psi^{\text {sup }}\right\rangle  \tag{5.23}\\
\left\langle\vec{r} \mid \Psi_{1}\right\rangle & =\operatorname{Re}\left\langle\vec{r} \mid \Psi^{\text {sup }}\right\rangle \tag{5.24}
\end{align*}
$$

The original wave functions can also be obtained in reciprocal space as follows, when we realize that
for a real wave function the relation $\langle-\vec{G} \mid \Psi\rangle=\langle\vec{G} \mid \Psi\rangle^{*}$

$$
\begin{align*}
\left\langle\vec{G} \mid \Psi^{\text {sup }}\right\rangle & =\left\langle\vec{G} \mid \Psi_{1}\right\rangle+i\left\langle\vec{G} \mid \Psi_{2}\right\rangle  \tag{5.25}\\
\left\langle-\vec{G} \mid \Psi^{\text {sup }}\right\rangle & =\left\langle-\vec{G} \mid \Psi_{1}\right\rangle+i\left\langle-\vec{G} \mid \Psi_{2}\right\rangle=\left\langle\vec{G} \mid \Psi_{1}\right\rangle^{*}+i\left\langle\vec{G} \mid \Psi_{2}\right\rangle^{*}  \tag{5.26}\\
\left\langle-\vec{G} \mid \Psi^{\text {sup }}\right\rangle^{*} & =\left\langle\vec{G} \mid \Psi_{1}\right\rangle-i\left\langle\vec{G} \mid \Psi_{2}\right\rangle  \tag{5.27}\\
\left\langle\vec{G} \mid \Psi_{1}\right\rangle & =\frac{1}{2}\left(\left\langle\vec{G} \mid \Psi^{\text {sup }}\right\rangle+\left\langle-\vec{G} \mid \Psi^{\text {sup }}\right\rangle^{*}\right)  \tag{5.29}\\
\left\langle\vec{G} \mid \Psi_{2}\right\rangle & =\frac{-i}{2}\left(\left\langle\vec{G} \mid \Psi^{\text {sup }}\right\rangle-\left\langle-\vec{G} \mid \Psi^{\text {sup }}\right\rangle^{*}\right)
\end{align*}
$$

## Chapter 6

## Supercells

## This whole chapter is only a draft

Not all materials are crystals, for which we can exploit translational symmetry. Consider for example amorphous materials, quasi-crystals, liquids, molecules, surfaces, interfaces.

Even though these materials are no crystals, the existence or the absence of a long-range order may not be relevant for the problems at hand.

In that case we may introduce an artificial long-range order by forming super-cells.
Purely electronic effects are typically screened after a distance of about 1 nm .

### 6.1 Supercells for molecules

In order to describe a molecule we need to place it on a lattice and ensure that the molecules on the lattice to not interact with each other. The identical molecules that are introduced to form a lattice are called periodic images of each other.

There are two effects to consider

- If the wave functions of periodic images overlap, they may form the onset of chemical bonds and antibonds.
- An electrostatic interaction between the periodic images is present if the molecule is charged or if it has electrostatic multipoles.


### 6.1.1 Electrostatic decoupling

If the molecule is charged or if it creates multipole moments, the periodic images interact by the Coulomb interaction. The Coulomb interaction is long ranged, which implies that, for monopoles and dipoles, the interaction does not even vanish for infinite distances. This implies that it is impossible to determine ionization potentials without eliminating this artificial electrostatic interaction between the periodic images.

In order to remedy this in a simple fashion, I developed the electrostatic decoupling[120] of the periodic images.

The idea is the following:

1. First we construct a model for the instantaneous charge distribution, by fitting a set of atomcentered spherical Gaussian charge densities to the actual charge density. This fit is done in such a way that the long range contribution of the electrostatic potential is particularly well described.

Instead of a fit by atom centered Gaussians one might also consider to make a multipole expansion of the charge density. This is however not convenient, because it converges poorely for more complex molecules. The multi-center monopole expansion chosen in our method is superior to the one-center multipole expansion.
2. The model charge density can be converted into a point charge model, which has identical interaction between the periodic images.
3. For the point charge model, we can determine the electrostatic interaction for an infinite array of molecules, and we can calculate the electrostatic energy of a single molecule. The difference is the electrostatic interaction between the periodic images.
4. the interaction energy between the periodic images is subtracted from the total energy. This defines an additional term to the total energy functional which is analytically specified by the atomic positions and the wave functions.
5. By forming the analytic derivatives of the energy correction we obtain consistent contributions to the forces acting on the atoms and to the potential contributing to the Hamiltonian.

Here we did not mention the contribution of the interaction with the charge compensating background, which is discussed in the original paper.[120]

### 6.1.2 Wave function overlap

As a rule of thumb we should use a minimum of $6 \AA$ of vacuum between the periodic images. This is the minimum atom-atom distance for a molecule saturated by hydrogen atoms. More space is required if orbitals with weakly bound electrons point away from the molecule. These orbitals are, for example, lone-pairs and dangling bonds, in particular of the second and higher rows of the periodic table. Similarly, if we consider metal clusters, the orbitals can reach extremely far out, so that the cell-size convergence must be carefully tested.

### 6.1.3 Shape of the supercell

For molecules it is convenient to use an fcc-type supercell. The fcc crystal corresponds to a closed packe sphere packing. Thus the Wigner-Seitz cell, the region of all points that are closer to the origin than to any other lattice point, is very symmetrical and has the best ratio of distance between periodic images and supercell volume.

### 6.2 Supercells for crystals

The most simple approach from a crystal to a supercell is to simply multiply each lattice vector by a factor. The disadvantage of this approach is that the steps are often too large. Doubling the cell in each direction leads to an 8 -fold increase in the volume and that in turn leads to and approximately 100 -fold increase in computer time. Therefore, it is important to consider also other types of supercells.

I demonstrate the approach for the most common case, namely that of cubic crystals. There are three types of cubic supercells, namely simple cubic (sic), face-centered cubic (fcc) and body centered cubic (bcc). The lattice vectors are

$$
\begin{array}{lll}
\vec{T}_{1}=\left(0, \frac{1}{2}, \frac{1}{2}\right) a & \vec{T}_{1}=\left(-\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right) a & \vec{T}_{1}=(1,0,0) a \\
\vec{T}_{2}=\left(\frac{1}{2}, 0, \frac{1}{2}\right) a & \text { for fcc, } & \vec{T}_{2}=\left(\frac{1}{2},-\frac{1}{2}, \frac{1}{2}\right) a \\
\vec{T}_{3}=\left(\frac{1}{2}, \frac{1}{2}, 0\right) a & \text { for bcc, and } & \vec{T}_{2}=(0,1,0) a \\
\text { for sic, } \\
\vec{T}_{3}=\left(\frac{1}{2}, \frac{1}{2},-\frac{1}{2}\right) a & \vec{T}_{3}=(0,0,1) a
\end{array}
$$

where $a$ is the simple cubic lattice constant. The volumes are $V=\frac{1}{4} a^{3}$ for the fcc lattice, $V=\frac{1}{2} a^{3}$ for the bcc lattice, and $V=a^{3}$ for the sic lattice.

By multiplying the axes we obtain the following supercells

| Type | Multiplicity | $V / a^{3}$ |
| :--- | :---: | :---: |
| fcc | $1^{3}$ | $1 / 4$ |
| bcc | $1^{3}$ | $1 / 2$ |
| sic | $1^{3}$ | 1 |
| fcc | $2^{3}$ | 2 |
| bcc | $2^{3}$ | 4 |
| fcc | $3^{3}$ | 6.75 |
| sic | $2^{3}$ | 8 |
| bcc | $3^{3}$ | 13.5 |
| fcc | $4^{3}$ | 16 |
| sic | $3^{3}$ | 27 |
| fcc | $5^{3}$ | 31.25 |
| bcc | $4^{3}$ | 32 |
| fcc | $6^{3}$ | 54 |
| bcc | $5^{3}$ | 62.5 |
| sic | $4^{3}$ | 64 |

Only those supercells can be used for which the volume is a multiple of the elementary (smallest) unit cell. The ratio of $V / a^{3}$ for the selected supercell and the elementary unit cell provides us with the multiplication factor of for the number of atoms.

The procedure as follows.

- First one selects a cell of the required size.
- Then one constructs the smallest supercell having the same type as the selected supercell.
- Finally one multiplies the lattice vectors by the factors given under multiplicity.


### 6.3 Slab calculation

te Velde and Baerends investigated the convergence of adsorption energies with respect to slab thickness[136]. They also established that adsorption energies cannot be converged with cluster calculations, while rapid convergence is reached for slabs.

Discuss the following points: Dangling bonds, Polar surfaces, Electron count, Saturation by capping-hydrogen-atoms with fractional atomic number.


Fig. 6.1: Fcc supercell in a super-cube. Schemes as this are helpful to select the relevant atoms in the supercell, if the atomic positions in the cubic cell are easily constructed.

## Chapter 7

## Energy versus volume equation of state

### 7.1 Murnaghan equation of state

Murnaghan[137] proposed to interpolate the energy versus volume curve on the assumption that the bulk modulus varies linearly with pressure. The resulting interpolation formula is used to extract equilibrium energy and volume, bulk modulus and its derivative. Here we will derive the explicit form of it:

MURNAGHAN'S ASSUMPTION
The assumption of Murnaghan is

$$
\begin{equation*}
B(p)=B_{0}+B^{\prime} p \tag{7.1}
\end{equation*}
$$

where $B(p)$ is the bulk modulus, $B_{0}$ is its value at equilibrium volume, and $B^{\prime}$ is the pressure derivative of the bulk modulus at equilibrium volume.

The isotropic pressure is defined as the volume derivative of the internal energy

$$
\begin{equation*}
p=-\frac{d E}{d V} \tag{7.2}
\end{equation*}
$$

and the bulk modulus is defined as

$$
\begin{equation*}
B=-V \frac{d p}{d V} \tag{7.3}
\end{equation*}
$$

As shown below, Murnaghan's assumption leads to
MURNAGHAN'S EQUATION OF STATE

$$
\begin{equation*}
E(V) \stackrel{E q .7 .6}{=} E_{0}+\frac{B_{0} V_{0}}{B^{\prime}\left(B^{\prime}-1\right)}\left[\left(\frac{V}{V_{0}}\right)^{-\left(B^{\prime}-1\right)}-1\right]+\frac{B_{0} V_{0}}{B^{\prime}}\left[\frac{V}{V_{0}}-1\right] \tag{7.4}
\end{equation*}
$$

where $V_{0}$ is the equilibrium volume, $E_{0}$ is the energy at equilibrium volume, $B_{0}$ is the bulk modulus at equilibrium volume and $B^{\prime}$ is the pressure derivative of the Bulk modulus.

### 7.1.1 Derivation of Murnaghan's equation of state

Expressing Murnaghan's assumption Eq. 7.1 by the energy, we obtain a differential equation for $p(V)$.

$$
B(p) \stackrel{\mathrm{Eq.} 7.3}{=}-V \frac{d p(V)}{d V} \stackrel{\mathrm{Eq.} 7.1}{=} B_{0}+B^{\prime} p
$$

We rewrite this expression as differential equation of $V(p)$

$$
-\frac{1}{V} \frac{d V(p)}{d p}=\frac{1}{B_{0}+B^{\prime} p}
$$

We transform to the logarithm of the volume

$$
-\frac{d}{d p} \ln [V(p)]=\frac{1}{B_{0}+B^{\prime} p}
$$

which can be integrated. We introduce the equilibrium volume $V_{0}$.

$$
\begin{align*}
-\left(\ln [V(p)]-\ln \left[V_{0}\right]\right) & =\int_{0}^{p} d p^{\prime} \frac{1}{B_{0}+B^{\prime} p^{\prime}}=\left[\frac{1}{B^{\prime}} \ln \left[B_{0}+B^{\prime} p^{\prime}\right]\right]_{0}^{p} \\
& =\frac{1}{B^{\prime}} \ln \left[B_{0}+B^{\prime} p\right]-\frac{1}{B^{\prime}} \ln \left[B_{0}\right] \\
\Rightarrow\left(\frac{V_{0}}{V}\right)^{B^{\prime}} & =\frac{B^{\prime}}{B_{0}} p+1 \\
\Rightarrow p(V) & =\frac{B_{0}}{B^{\prime}}\left[\left(\frac{V}{V_{0}}\right)^{-B^{\prime}}-1\right] \tag{7.5}
\end{align*}
$$

Using the relation Eq. 7.2 between energy and pressure, we see that a simple integration takes us to the form for the energy versus volume. We introduce the equilibrium energy $E_{0}=E\left(V_{0}\right)$.

$$
\begin{align*}
E(V) & =E_{0}-\int_{V_{0}}^{V} d V^{\prime} p\left(V^{\prime}\right) \\
& =E_{0}-\int_{V_{0}}^{V} d V^{\prime}\left\{\frac{B_{0}}{B^{\prime}}\left[\left(\frac{V}{V_{0}}\right)^{-B^{\prime}}-1\right]\right\} \\
& =E_{0}-\frac{B_{0}}{B^{\prime}}\left[-\frac{V_{0}}{B^{\prime}-1}\left(\frac{V}{V_{0}}\right)^{-\left(B^{\prime}-1\right)}-V\right]_{V_{0}}^{V} \\
& =E_{0}+\frac{B_{0} V_{0}}{B^{\prime}\left(B^{\prime}-1\right)}\left[\left(\frac{V}{V_{0}}\right)^{-\left(B^{\prime}-1\right)}-1\right]+\frac{B_{0} V_{0}}{B^{\prime}}\left(\frac{V}{V_{0}}-1\right) \tag{7.6}
\end{align*}
$$

Let us test the result: From Eq. 7.6, it is evident that $E\left(V_{0}\right)=E_{0}$.

$$
\begin{gathered}
p(V) \stackrel{\mathrm{Eq.7.2}}{=}-\frac{d E}{d V} \stackrel{\mathrm{Eq.7.7}}{=} \frac{B_{0}}{B^{\prime}}\left[\left(\frac{V}{V_{0}}\right)^{-B^{\prime}}-1\right] \quad\left(\Rightarrow p\left(V_{0}\right)=0\right) \\
\Rightarrow \frac{d p}{d V}=-\frac{B_{0}}{V_{0}}\left(\frac{V}{V_{0}}\right)^{-B^{\prime}-1} \quad\left(\left.\Rightarrow V \frac{d p}{d V}\right|_{V_{0}}=B_{0}\right) \\
\Rightarrow B=-V \frac{d p}{d V}=B_{0}\left(\frac{V}{V_{0}}\right)^{-B^{\prime}} \stackrel{\text { Eq. } 7.5}{=} B_{0}\left[\frac{B^{\prime}}{B_{0}} p+1\right]=B_{0}+B^{\prime} p
\end{gathered}
$$

Thus we have reproduced Murnaghan's assumption.

## Chapter 8

## Time, length and energy scales

It is important to develop a intuitive feeling for the size of physical quantities. This helps not only to detect obvious mistakes, but to develop strategies for the calculations. In the following, I am collecting a few numbers that I find helpful.

Disclaimer: The numbers in this section need to be checked.

### 8.1 Time scales

| Hartree atomic time unit | 0.024 fs |
| :--- | ---: |
| Car-Parrinello time step | 0.12 fs |
| Period of visible light | $1.3-2.3 \mathrm{fs}$ |
| $\mathrm{H}_{2}$ vibration | 8 fs |
| XH stretch vibration | 15 fs |
| $\mathrm{H}_{2} \mathrm{O}$ bend vibration | 20 fs |
| optical phonon of Si | 70 fs |
| $1 \mathrm{~nm} /$ speed-of-sound in iron | 200 fs |
| Waiting time for reactions $E_{a}=0.2 \mathrm{eV} T=1000 \mathrm{~K}$ | 1 ps |
| Waiting time for reactions $E_{a}=0.5 \mathrm{eV} T=1000 \mathrm{~K}$ | 30 ps |
| Waiting time for reactions $E_{a}=0.5 \mathrm{eV} T=300 \mathrm{~K}$ | $25 \mathrm{\mu s}$ |
| Single-electron transfer rate in an STM $(0.03 \mathrm{nA})$ | 5 ns |

Waiting times for chemical reactions: The reaction rate can be estimated by $\Gamma=\frac{2 \pi}{\omega} \mathrm{e}^{-E_{A} / k_{B} T}$, where $\omega$ related to the attempt frequency, and $E_{A}$ is the activation energy. The attempt frequency can be approximated by $\omega=2 \pi / 20 f s$. This number is reasonable within a factor $2-5$. At room temperature the waiting time for a reaction with a small barrier of $10 \mathrm{~kJ} / \mathrm{mol}$ typical for hydrogen bonds is about 1.4 ps. If the barrier increases to a $50 \mathrm{~kJ} / \mathrm{mol}$ typical for a low barrier chemical reaction the waiting time would be already $10^{7}$ ps. Above 1000 K the waiting time for reactions with barriers of $50 \mathrm{~kJ} / \mathrm{mol}$ decreases in the picosecond range.[138]

### 8.2 Length scales

- atomic distances: 1-3 $\AA$
- distance of van-der Waals bonded systems 3-4 $\AA$
- amplitude of thermal vibrations (only bond distances) $0.1 \AA$
- $1 \mathrm{~nm}=10 \AA$
- wave-length of visible light $400-700 \mathrm{~nm}$


### 8.3 Energy scales

- chemical accuracy 0.05 eV . A change of a reaction barrier by 0.05 eV changes the reaction rate at room temperature by a factor of 10 .
- energies of van der Waals bonds 0.2 eV
- energies of covalent bonds 2-9 eV
- Madelung energy of $\mathrm{NaCl}: 3.6 \mathrm{eV}$ per ion
- band gap of silicon: 1.14 eV
- thermal energy of a free molecule at room temperature $\frac{3}{2} k_{B} T=38 \mathrm{meV}$, thermal energy $k_{B} T=25 \mathrm{meV}$ for vibrations.
- energies of photons of visible light $1.6-3.27 \mathrm{eV}$.

$$
\begin{equation*}
\hbar \omega=\frac{1239.84187 \mathrm{eV}}{\lambda / \mathrm{nm}} \tag{8.1}
\end{equation*}
$$

Source:http://en.wikipedia.org/wiki/Electronvolt

## Chapter 9

## Structure of the CP-PAW code

The spirit of the CP-PAW code is that it iteratively solves a differential equation in time for a large amount of variables. This leads to a fairly simple repetitive structure of the code, which is very similar to a classical molecular dynamics code. The simple structure has the advantage that we can add complexity in the description of the system, such as including quantum and classical variables, including thermostats, adding an environment with a different method, including manyparticle electronic correlations, and many more. There is a price, namely that one needs to understand the global features and time scales of the dynamics in order to be able to effectively control the dynamics.

The second speciality of the CP-PAW code is its object oriented structure. As a consequence, flow-charts are not a useful description for many parts of the code. Rather one should think of the structure as a number of agents, that each are responsible for a particular topic, and that "collaborate" on the progress of the computation.


Fig. 9.1: Sketch of the CP-PAW code. Codes are denoted by spheres and elipses. Data files are denoted by rectangles. For a description see text.

An overview on the workings of the CP-PAW package is given in figure 9.1, which shows the information exchange between the codes (sphers and elipses) and files (rectangles). The central part is the CP-PAW simulation code. It takes two files, the structure file "strc" and the control file "cntl" as input. In order to continue a calculation it writes and rewrites the current state to the restart file "rstrt". The central output file is the protocoll file "prot". The protocoll file reports the settings of the input data and the progress of the calculation. It can be inspected by tools such as "paw_show.x" and "paw_get". More involved data are written on machine readable files. Some of these are written per default. Others need a request by the control file. The data from these files are converted with
dedicated tools into a form that can be accessed, for example, by generic visualization tools.

### 9.1 General structure of a molecular dynamics code

The general structure of an MD code can be expressed as a simple flow chart. The general problem is that of solving the equations of motion for a given Lagrangian

$$
\begin{equation*}
\mathcal{L}(\vec{x}, \vec{v}, t)=\frac{1}{2} \vec{v} M \vec{v}-E_{p o t}(\vec{x})-\sum_{j} \lambda_{j} G_{j}(\vec{x}) \tag{9.1}
\end{equation*}
$$

The constraints are described by the conditions $G_{j}(\vec{x})=0$, and they are enforced by the Lagrange parameters $\lambda_{j}$. The Euler-Lagrange equations are

$$
\begin{align*}
\partial_{t} \vec{x} & =\vec{v} \quad \text { and } \quad \frac{d}{d t} \frac{\partial \mathcal{L}}{\partial v_{i}}=\frac{\partial \mathcal{L}}{\partial x_{i}}  \tag{9.2}\\
M \partial_{t}^{2} \vec{x}(t) & =\underbrace{-\vec{\nabla} E_{p o t}(\vec{x})}_{\text {force } \vec{F}}-\underbrace{-\sum_{j} \vec{\nabla} G_{j}(\vec{x}) \lambda_{j}}_{\text {forces of constraint }} \tag{9.3}
\end{align*}
$$

This differential equation is solved iteratively using the Verlet algorithm.


1. read control parameters, such as timestep, frictions, choice of variables to be optimized, frozen or treated dynamically.
2. read initial coordinates: this contains static information, such as the general description of the system and the initial structure.
3. read restart file, if available. Otherwise use initial coordinates.
4. Potential energy and forces

$$
F_{i}=\left.\frac{\partial E_{p o t}(\vec{x})}{\partial x_{i}}\right|_{\vec{x}(0)}
$$

5. propagate without constraints

$$
\overline{\vec{x}}=\vec{x}(0) \frac{2}{1+a}+\vec{x}(-) \frac{1-a}{1+a}+M^{-1} \vec{F} \frac{\Delta^{2}}{1+a}
$$

6. enforce constraints

$$
\vec{x}(+)=\overline{\vec{x}}-\sum_{j} M^{-1} \vec{\nabla} G_{i} \lambda_{i} \quad \text { with }\left\{\lambda_{j}\right\} \text { determined from } \quad G_{j}(\vec{x}(+))=0
$$

7. kinetic energy

$$
E_{\text {kin }}=\frac{1}{2} \frac{\vec{x}(+)-\vec{x}(-)}{2} M \frac{\vec{x}(+)-\vec{x}(-)}{2}
$$

8. switch coordinates

$$
\vec{x}(0) \rightarrow \vec{x}(-) \quad \text { and } \quad \vec{x}(+) \rightarrow \vec{x}(0)
$$

9. write restart file: The restart file contains all information about the dynamical state of the system. Usually it is two sets of variables, namely $\vec{x}(0)$ and $\vec{x}(-)$, and some of the Lagrange multipliers.

### 9.2 Types of objects in the CP-PAW code

While being written in Fortran, The CP-PAW code has an object oriented structure. This implies that a overall flow-chart is not the best way to describe the code. Rather there are parts of the code, objects, that act like more-or-less independent agents. These agents will be initially instructed with the information (the data) they need to perform a well defined set of tasks. It will then be triggered to perform certain operations in their field of duty.

In order to describe the structure of the code I am trying to categorize the objects, which is done below.

### 9.2.1 Dynamical objects

The dynamical objects listed here have the general structure described in section 9.1.

- paw_atoms
- paw_waves
- paw_thermostat
- paw_cell
- paw_cosmo
- paw_classical through the interface paw_qmmm
- paw_occupations
- paw_ci

Energy terms may also be attached to the interfaces

- paw_isolate
- paw_lmto


### 9.2.2 Control objects

- paw_assist
- paw_extpot
- paw_optfric
- paw_vext


### 9.2.3 Analysis objects

- paw_graphics
- paw_efg
- paw_opteels


### 9.2.4 I/O objects

- paw_ioroutines
- paw_iotra
- paw_ionew


### 9.3 The PAW library

While writing the CP-PAW code, a number of useful general-purpose tools accumulated and are used everywhere in the code.

### 9.3.1 Basic library objects

The most basic set objects in the paw library are the following. Anyone dealing with the code of CP-PAW must have a understanding of the following objects.

- paw_library: calls to external libraries are called trough an interface of the CP-PAW code of the form call lib\$function $(x, y, z \ldots)$. The interfaces are collected in one place, namely paw_library. This makes it possible to replace the libraries without interfering with the code itself.
- paw_filehandler: Fortran files are managed by the file handler. Files are addressed through id's. Opening and closing files, as well as the choice of file units is done through the file handler.
- paw_constants: Units and conversion factors between constants provided through paw_constants. This ensures consistency of the conversion factors and enforces the use of constants from the official CODATA dataset http://physics.nist.gov/cuu/index.html.
- paw_periodictable: makes data available that can be attributed to the periodic table of the elements.
- paw_error: frequent consistency checks are done frequently. In order to enforce a common layout for error messages a set of helper routines supplies calls for reporting and for bringing down a code, which can be non-trivial on a parallel computer.
- paw_trace: trace calls can be used to report entering and leaving certain subroutines. The reporting can be switched on and off with a central call.
- paw_timing: clocks certain code sequences between breakpoints. clocks are identified by id's. A central report can be produced with one call.
- paw_linkedlist: manages a complex linked-list/tree structure, mostly used for handling input files with an xml-like format.
- paw_strings: Overloads the '+' and '-' sign for strings with the uppercase and lowercase functions respectively.


### 9.3.2 Specific library objects

More specific are the following library objects:

- paw_clock
- paw_lock
- paw_specialfunctions
- paw_usage
- paw_dft
- paw_dftaddendum
- paw_spherical
- paw_polynom
- paw_generalpurpose
- paw_report
- paw_radial
- paw_schroedinger
- paw_atomlib
- paw_selftest
- paw_strcio
- paw_cell
- paw_pdos
- paw_dimer
- paw_lmtobasics
- paw_debug
- paw_brillouin
- paw_gaussian


## Part II

## Computing

## Chapter 10

## Emacs Editor

EMACS ${ }^{1}$ is an extremely powerful full screen editor to write text files. Furthermore, it also has additional inbuilt functionality such allowing to maneuver around in the directory structure and to manipulate it, execute commands directly from within Emacs. Most importantly it allows one to move around arbitrary rectangular areas in your file, which is very convenient to manipulate for example tables of atomic coordinates.

Emacs is free software and it runs on all systems I know of. Thus your investment of learning it will be preserved.

Emacs is driven by key-combinations. It takes a while until one is used to it, but after a while of practice, you will do them automatically without even remembering the key combinations. They enter what is called "muscle memory". Whatever I do in Emacs, I can do it until someone asks me how....

To get started with Emacs, I recommend the following tutorial

> http://xahlee.org/emacs/emacs.html

Another useful page is

> http://www.math.uh.edu/~torok/math_6298/emacs/

In the following chapter, I try to mention the most important steps.

### 10.0.1 Basic concepts and commands

Create a file and open it by typing the following on the command line.

```
touch filename
emacs filename &
```

The first command creates a file, if it is not there. ${ }^{2}$ The \& sign at the end of the second line make Emacs start in the background, so that you can use the command line after the Emacs window has opened.

Now, enter some text by normal typing. Continue to fill a few lines so that you can try some commands on them. You can move around in the text using the arrow keys.

On my computer using the function key together with the arrow lets me jump to the beginning of the line (fn-left), the end of the line (fn-right), up one page (fn-up) or one page down (fn-down).

## Editor: Is this a general solution?

The essence of Emacs is to understand the key combinations:

[^18]- The key combinations are written such as "C-x d", which means: first type the keys "Cntl" and $x$ simultaneously, let them go, and then type "d". "C" stands for the key "Cntl". Whenever two keys are connected by a dash as in "C-x" it means that the two keys must be typed simultaneously. Without a dash, the previous keys are let go. On my computer it is the "Strg" key. Usually it is one of the special keys to the very left at the bottom of your keyboard.
- There is another special key named "M", which typically is the "Alt" key, also at the bottom left of the keyboard. It occurs most commonly in the key combination " $\mathrm{M}-\mathrm{x}^{\prime}$ " which allows one to enter a command explicitly instead of typing a key combination. When typing a command you can use the autocompletion option by typing the spacebar at any time in the command. This will complete the command up to the point to which its continuation is unique.
- The third special key is the <ESC> key

Some Emacs concepts:

- "point" is the current position of the cursor
- "mark" is a position in a text that has been marked with command C-space
- "region" is the text between point and mark
- "buffer" is usually a file that has been opened in Emacs.

Now try the following commands on your text.

| C-u | undo |
| :--- | :--- |
| C-g | cancel last command |
| C-x C-s | save file (do this often!) |
| C-x C-k | close file without saving |
| C-x C-c | close Emacs window |
| M-g g | Go to line |
| C-I | center page at cursor |
| Esc < | Beginning of file |
| Esc > | end of file |
| C-s | incremental search forward |
| C-r | incremental search backward |
| C-d | kill letter under the cursor (forward kill) |
| backspace | backward kill |
| C-k | Kill rest of line |
| M-! | open shell |
| C-space | mark the starting point for cut/copy |
| C-w | Kill region from last mark (C-space) to cursor |
| C-y | "Yank" (insert) previously killed region (C-w) or line (C-k) |
| C-x i | insert file |
| M-\% | replace string (see below) |
| M-x occur | list all lines containing a selected string (see below) |
| C-x d | open Dired (directory editor) (see below) |
| M-x M-u | Make text in region uppercase |
| M-x M-I | Make text in region lowercase |

### 10.0.2 Collect all occurrences of a string ( $\mathrm{M}-\mathrm{x}$ occur)

M-x occur: Type the M-key and $\times$ simultaneously and enter the command "occur" at the line that opens at the bottom of the window. Hit return and follow the invitation to enter the search string in the line at the bottom.

This will open a second frame in the window, showing all lines containing the search string, which is highlighted. Left-click on a line in the list, makes Emacs jump to that line in the original frame.

### 10.0.3 Replace strings (M-\%)

Replace string ( $\mathrm{M}-\%$ ). typing the M key and \% simultaneously will open a line at the bottom inviting you to insert the string to be replaced, after entering this string it will invite you to insert the replacement string.

Then Emacs hops from occurrence to occurrence and you need to enter the following keys to decide on the action to be done.

```
(yes) replace instance
(no) skip instance (do nothing and continue to the next string)
quit
replace all remaining matches
```


### 10.0.4 Cut and Paste rectangles

One of the powerful features of Emacs is the ability to operate on rectangles in the text, which is very convenient to adjust and change column-based data files.

Go to the left upper corner and set a mark with "C-space". Then move to the right lower corner and type " $\mathrm{C}-x \mathrm{r} \mathrm{k}$ " to kill the rectangle. If you want to retain the rectangle use " $\mathrm{C}-\mathrm{x} \mathrm{u}$ " to undo the kill. The rectangle remains nevertheless in an intermediate buffer. You can place the rectangle at the position of the cursor by typing " $\mathrm{C}-\mathrm{x} \mathrm{r} \mathrm{y}$ ". The cursor position will be the left upper corner of the rectangle.

### 10.0.5 Dired

## Basics: Moving around

First, we learn how to maneuver within your directory structure and how to select filed. "Dired" stands for "directory editor". It allows you to move around efficiently in your directory structure and also to manipulate it.

```
/home/ptpb/Tree/PhiSX/Praktikum/Book/Chapters:
insgesamt 48
drwxr-xr-x 2 ptpb users 4096 2006-11-26 12:35.
drwxr-xr-x 4 ptpb users 4096 2006-11-16 10:57 ..
-rw-r--r-- 1 ptpb users 6972 2006-11-12 14:29 carparrinello.tex
-rw-r--r-- 1 ptpb users 0 2006-11-12 11:44 carparrinello.tex~
lrwxrwxrwx 1 ptpb users 46 2006-11-26 12:35 .#computing.tex -> ptpb@futuna.pt.tu-clausthal
-rw-r--r-- 1 ptpb users 2449 2006-11-26 12:37 #computing.tex#
-rw-r--r-- 1 ptpb users 2227 2006-11-26 12:35 computing.tex
-rw-r--r-- 1 ptpb users 0 2006-11-12 11:44 computing.tex~
-rw-r--r-- 1 ptpb users 0 2006-11-12 11:44 dft.tex
-rw-r--r-- 1 ptpb users 23393 2006-11-12 11:42 kpoints.tex
-rw-r--r-- 1 ptpb users 0 2006-11-11 19:03 kpoints.tex ~
-rw-r--r-- 1 ptpb users 0 2006-11-12 11:44 mermin.tex
```

```
-rw-r--r-- 1 ptpb users 0 2006-11-12 11:44 supercells.tex
-rW-r--r-- 1 ptpb users 0 2006-11-12 11:44 thermostat.tex
-rw-r--r-- 1 ptpb users 0 2006-11-12 11:44 tst.tex
-rw-r--r-- 1 ptpb users 0 2006-11-12 11:44 verlet.tex
```

At the very top, Emacs tells you where in your directory structure you are. Then follows a list of the files in the current directory At the top of the list you will find ". ' and ".", which stands for current and the parent directory.

You will also see filed that start and end with a hatch such as \#computing.tex\# and those that end with a tilde such as "computing.tex"". They are special backup files of Emacs, which allow you to recover a recent version of the file.

You can now select a file or a directory with typing " $f$ " at the corresponding line. If it is a file, the file opens and you are ready to modify it. We will not do that now, but move back into dired.

- Either you call the dired again by typing by C-x d which brings you back to the same place where you left dired, that is when you entered the file.
- or you move back into the previous buffer, typing C-x b. It may ask you in the bottom line

```
Switch to buffer: (default Chapters)
```

Chapters is the directory from where you entered into the file. Instead of "Chapters" there will be another name in your case. You confirm by typing the ENTER key. to return to the previous buffer.

One last command is very handy: By typing C-x B you will open a so-called buffer list. It is a list of all directories and files you have opened recently. You can select files as if you had opened a directory. Note that you may have opened tow different files with the same name, which however are located in different directories. The buffers are called the same but you will see an ending <2>, which tells you that this is the second buffer with this name. Behind the file the entire path of the file is listed so that you can exactly identify the file.

## Advanced: changing

The dired allows you much more than just moving around efficiently. You can

- rename files or move files and directories around
- copy files
- delete files

These options and more you will also see in the menu at the top of the Emacs window under operate.

### 10.1 Compare files with ediff

Emacs contains a convenient tool for comparing two files. It is accessed from the "Tools" pulldown menu. Select "Two files" and then select the two files to be compared.

When the two files open, also a tiny window comes up. In order to maneuver up and down the changes, type letters into this tiny window: Use " $n$ " for next, " $p$ " for previous and " $q$ " for quit. When you quit, you will be asked at the bottom of the main window whether you want to accept or delete the changes.


If a certain change is selected you transfer the version from file A to file B by simply typing "a" into the small window. By typing "b" one selects the version from file B for file $A$.

## 10.2 .emacs file

The .emacs file is a profile. Its content allow to adjust the general behavior of Emacs. This section is not for the student, but rather for the administrator, who sets up the software for your computer.

Sometimes the .emacs file only redirects to another file, which plays the role of the profile for Emacs. This has been necessary on some linux systems to run Emacs and Xemacs simultaneously.

The double semicolon is a sign for comment.

### 10.2.1 My .emacs file

```
(setq enable-local-variables nil)
;;-----------------------------------------------------------
(set 'printer-name' "Printer1")
(global-set-key [home] 'beginning-of-line)
(global-set-key [end] 'end-of-line)
(global-set-key [next] 'scroll-up)
(global-set-key [prior] 'scroll-down)
(global-set-key [up] 'previous-line)
(global-set-key [down] 'next-line)
(global-set-key [left] 'backward-char)
(global-set-key [right] 'forward-char)
(global-set-key [insert] 'overwrite-mode)
(global-set-key "\C-c\C-e" 'LaTeX-close-environment)
;;(global-set-key \C-d 'del-char)
; ; =============================================================
; set foreground and background color
;; ===========================
;;(set-foreground-color "yellow")
; = =============================================================
;; Enable Highlighting
; ; =============================================================
```

```
(cond (window-system
    ;;;; use preferably font-lock mode
    (require 'font-lock)
    (global-font-lock-mode t) ; works only in emacs20
    (add-hook 'bibtex-mode-hook '(lambda()
    (make-local-variable 'font-lock-maximum-size) (set font-lock-maximum-size 1000000)))
    ))
;; allow to uppercase and lowercase regions
(put 'downcase-region 'disabled nil)
(put 'upcase-region 'disabled nil)
;;(global-set-key [end] 'compile)
;;(put 'downcase-region 'disabled nil)
;;(put 'upcase-region 'disabled nil)
;;(custom-set-variables
;; '(compilation-read-command nil)
;; '(compilation-ask-about-save nil)
;; '(compile-command "make -k ")
;; '(delete-selection-mode nil nil (delsel))
;; '(scroll-bar-mode (quote right)))
;;(custom-set-faces)
(setq ispell-program-name "/usr/local/bin/aspell")
;;(setq-default ispell-program-name "aspell")
;;(setq-default ispell-extra-args '("--reverse"))
```


### 10.2.2 Common-User-Access (CUA) mode

Emacs uses a number of cryptic commands for historical reasons such as different keyboard layouts. Today the majority of applications use a common standard, namely the "Common User access". CUA

C-x kill
C-c copy Recently Emacs includes the possibility to use
C-v paste
C-z undo
this standard by enabling CUA mode.
I have not yet adopted this convention because there are key-combinations in Emacs that collide with the CUA conventions:

Special caution for (Common User access) CUA commands: The meaning of C-x varies completely if there is highlighted text or not. The command $\mathrm{C}-\mathrm{x}$ is the command for "delete highlighted text". It works that way only if there is highlighted text. C-x is also part of many Emacs commands. These commands do not work if there is highlighted text. This may be quite confusing. A region is highlighted for example by simply dragging the cursor. A highlighted region can also be created by C-space and moving the cursor with the arrow keys. In order to define a region without highlighting set the mark with C-space and the move the cursor with the mouse to the new position.

## Chapter 11

## Visualization

### 11.1 Xmgrace

Two-dimensional plots such as a function $y(x)$ are conveniently plotted by Xmgrace. The main advantage is that it is sufficiently flexible to create publication-ready graphs. Xmgrace also allows one to perform some elementary operation such as Fourier transforms, polynomial fits etc.

Xmgrace starts from a simple data file, where the data are written in column format such as
$x 1$ y1 (x1) y2(x1) y3(x1) $\ldots$
$\times 2$ y1(x2) y2(x2) y3(x2) $\ldots$
$x 3$ y1(x3) y2(x3) y3(x3) $\ldots$

The program is started simply by
xmgrace -nxy infile.dat

The user guide can be found at
http://plasma-gate.weizmann.ac.il/Grace/doc/UsersGuide.html

### 11.1.1 Special symbols

(From http://blog.louic.nl/?p=249)
To type special symbols in a text field of Xmgrace, select the text field and type ctrl-e. This will bring up a front dialog box. Select the desired font, for example "symbol", and type the character, respectively string and accept to include it in the text field.

Otherwise you may use the following table

| Switch to superscripts | $\backslash S$ |
| :--- | :--- |
| Switch to subscripts | $\backslash \mathrm{s}$ |
| Switcc back to normal font | $\backslash \mathrm{N}$ |
| Switch to greek letters | $\backslash f\{$ Symbol\} |
| Switch back to latin letters | $\backslash f\}$. |
| $\AA$ | $\backslash c E \backslash C$ |
| 0 | $\backslash c 0 \backslash C ; \backslash \mathrm{C}: \backslash \mathrm{C}$ |
| $\pm$ | $\backslash c 1 \backslash C$ |
| 2 | $\backslash c 2 \backslash C$ |
| 3 | $\backslash c 3 \backslash C$ |
| $\frac{1}{2}$ | $\backslash c=\backslash C$ |
| $\frac{1}{4}$ | $\backslash c<\backslash C$ |
| $\mu$ | $\backslash c 5 \backslash C$ |

### 11.1.2 Settings

Xmgrace uses three special files, namely
gracerc $\quad$ templates/Defaults.agr $\quad$ fonts/FontDataBase

It searches the file names specified in the following order in the directories

| $(1)$ | $(2)$ | $(3)$ |
| :---: | :---: | :---: |
| .$/$ | . grace $/$ | $\sim /$. grace/\$GRACE_HOME/ |

relative to the current directory ". /".
The following settings are not necessary. They are a matter of convenience.

- define the grace home directory GRACE_HOME.
- see whether GRACE_HOME is set by typing "echo \$GRACE_HOME" on the command line. If this does not help,
- search for a directory grace/templates somewhere on your system. If this does not help,
- ask your system administrator, who installed Xmgrace.

If the environment variable GRACE_HOME has not been set, define it in your profile (e.g. ~ . profile,
~. bashrc) by introducing a line
export GRACE_HOME=...

- set an alias in your profile (e.g. ~. profile, ~. .bashrc)

```
alias xmgrace='xmgrace -free -noask'
```

The parameter "-free" chooses the page size such that the graph fits into the window chosen. The parameter "-noask" avoids that Xmgrace asks for confirmation each time when you close a window.

- Set defaults: Create a directory ~/.grace/templates in your home directory and copy the file \$GRACE_HOME/templates/Defaults.agr into the new directory. This file can now be edited:
- I personally like the font "Helvetica" better than "Times Roman". This can be changed by interchanging the numbers in the font setting.

```
@map font O to "Helvetica", "Helvetica"
@map font 1 to "Helvetica-Oblique", "Helvetica-Oblique"
@map font 2 to "Helvetica-Bold", "Helvetica-Bold"
@map font 3 to "Helvetica-BoldOblique", "Helvetica-BoldOblique"
@map font 4 to "Times-Roman", "Times-Roman"
@map font 5 to "Times-Italic", "Times-Italic"
@map font 6 to "Times-Bold", "Times-Bold"
@map font 7 to "Times-BoldItalic", "Times-BoldItalic"
```

- Next, change the colors by changing the numbers on them. Colors like yellow and grey are hardly visible, which is annoying. Therefore I give them a large number so that they are selected as the last colors.

```
@map color O to (255, 255, 255), "white"
@map color 1 to (0, 0, 0), "black"
@map color 2 to (255, 0, 0), "red"
@map color 3 to (0, 0, 255), "blue"
@map color 4 to (0, 139, 0), "green4"
@map color 5 to (255, 165, 0), "orange"
@map color 6 to (64, 224, 208), "turquoise"
@map color 7 to (0, 255, 0), "green"
@map color 8 to (255, 0, 255), "magenta"
@map color 9 to (0, 255, 255), "cyan"
@map color 10 to (148, 0, 211), "violet"
@map color 11 to (114, 33, 188), "indigo"
@map color 12 to (188, 143, 143), "brown"
@map color 13 to (103, 7, 72), "maroon"
@map color 14 to (220, 220, 220), "grey"
@map color 15 to (255, 255, 0), "yellow"
```

- increase the line width to 2.5: Change all occurrences of "linewidth 1.0 " to "linewidth 2.5 ".
- increase the font and symbol size to 1.5: Change all occurrences of "char size 1.0 " to "char size 1.5 " and of "symbol size 1.0 " to "symbol size 1.5 " and

Once you understand the syntax, you can also do other adjustments and try the result by opening Xmgrace. You can also open Xmgrace, adjust the settings, save the session and inspect the corresponding file, which has the extension ".agr".

### 11.1.3 A handy script

By default, Xmgrace reads from a file only two columns, one for $x$ and one for $y$. In order to make Xmgrace read several y-columns, one needs to prepend -nxy to each file such as

```
xmgrace -nxy file
```

For multiple files, this is annoying, in particular, when one wishes to process a number of files simultaneously using wild cards. In order to make this more convenient, I prepared a small script which I am adding here.

```
#!/bin/sh
# executes xmgrace with files for multiple dos files
#
# mygrace a b c ...
#
# xmgrace -nxy a.ddos -nxy b.ddos -nxy c.ddos ...
#
```

```
CMD='xmgrace -free -noask'
for X in $* ; do
    CMD=`echo $CMD -nxy $X`
done
$CMD
```

Copy these lines into a file, say "mygrace", make the file executable by chmod +x mygrace, and place it somewhere where your executables are found, such as your 'bin' directory.

Then you can plot all files ending with '.ddos' by
mygrace *.ddos
or you simply list the files

## mygrace file1 file2 file3

and all will be read with the multicolumn option.

### 11.2 Gnuplot

### 11.2.1 Rubbersheet plots

If you wish to plot a surface, let us say $z(x, y)$, create an input file example. dat by simply writing the triples $(x, y, z)$ each on one line. The choice of the $(x, y)$ pairs and the order of the triples is not relevant, because the values will interpolated onto a new grid.

Now copy the following file into a file example.gnu and adjust the values in the data section.

```
#
```



```
# data section to be changed by the user
#================================================
xmin=-4.
xmax=6.
ymin=-5.
ymax=5.
zmin=-0.015
zmax=0.3
rot_x=30
rot_z=20
scale=1.0
scale_z=2.5
infile="example.dat"
#
#================================================
# define line styles to be used with ls in splot
#================================================
# define a linestyle for splot (used with ls)
set style line 1 lt 1 lc rgb "black" lw 1
# map hight values to colors
set palette rgbformula 22,13,-31
#
#==================================
# data related statements
#====================================
```

```
set xrange [xmin:xmax]
set yrange [ymin:ymax]
set zrange [zmin:zmax]
# sample input data onto a 60x60 grid
set dgrid3d 60,60,1
#
#===================================
# surface plot
#=====================================
set surface
set hidden3d
set data style lines
# places the zero of the z-axis into the xy plane
set xyplane at 0.
# remove axes
unset border
# remove tics from the axes
unset xtics
unset ytics
unset ztics
# no title written
set key off
# place contours onto the surface
set pm3d explicit hidden3d 1
#
# angle, angle, overall scale, scale z-axis
set view rot_x,rot_z,scale,scale_z
#
splot infile with pm3d
```

The batch file is executed with

```
gnuplot example.gnu
```

Depending on the input file the result could look like this


### 11.2.2 Contour plots

A variation of the rubbersheet plots just demonstrated are the contour plots, which are basically rubbersheets seen from above, while the grid is replaced by contours.

An input file is

```
#==================================================
# data section to be changed by the user
#===================================================
xmin=-4.
xmax=6 .
ymin=-5.
ymax=5.
zmin=-0.015
zmax=0.3
ncontour=30
infile="example.dat"
#
#==================================================
# define line styles to be used with ls in splot
#===================================================
# define a linestyle for splot (used with ls)
set style line 1 lt 1 lc rgb "black" lw 1
set palette rgbformula 22,13,-31
#
#===================================
# data related statements
#====================================
```

```
set xrange [xmin:xmax]
set yrange [ymin:ymax]
set zrange [zmin:zmax]
# sample input data onto a 60x60 grid
set dgrid3d 60,60,1
set cntrparam levels auto ncontour
#
#==================================
# surface plot
#====================================
set surface
# remove axes
unset border
# remove tics from the axes
unset xtics
unset ytics
unset ztics
# no title written
set key off
set contour both
set view map
set size square
splot infile with pm3d
```

Depending on the input file the result could look like this


If you do not want to see the colored background, change the command "set surface" to "set nosurface".

### 11.2.3 Terminals

In order to create the image in a particular format and to write it to a file use a command like

```
set terminal postscript
```

set output 'image.eps

Terminal accepts may different styles

- pdf (.pdf) portable document format developed by Adobe Systems. (According to Wiki, it is now an open standard.)
- latex
- png (.png) portable network graphics file. portable and free bitmap format that replaces the older and restricted gif format.
- povray (.pov) Ray tracing scene
- vrml (.wrl) Virtual Reality Modeling Language
- x11
- fig (.fig) input file for XFIG graphics editor


## Appendix A

## Fluctuations of the kinetic energy

Here we show, how the kinetic-energy fluctuations in a canonical ensemble are related to the number $g$ is the number of vibrational degrees of freedom in an MD simulation,

$$
\begin{equation*}
\frac{\sqrt{\left\langle\left(E_{k i n}-\left\langle E_{k i n}\right\rangle\right)^{2}\right\rangle}}{\left\langle E_{k i n}\right\rangle}=\left(\frac{g}{2}\right)^{-\frac{1}{2}} \tag{A.1}
\end{equation*}
$$

This relation is useful to explore whether the simulation has reached thermal equilibrium. Before thermal equilibrium is reached, the fluctuations are usually larger than expected, because the number of actually excited degrees of freedom is smaller than the total number.

We represent the velocities of the g-degrees of freedom $g$-dimensional vector $\vec{v}$. The masses are represented by a mass tensor, which normally only contains diagonal elements.

The mean value of the kinetic energy is

$$
\begin{align*}
\left\langle E_{k i n}\right\rangle & =\frac{\int d^{g} V \frac{1}{2} \vec{v} \boldsymbol{m} \vec{v} \mathrm{e}^{-\beta \frac{1}{2} \vec{v} \boldsymbol{m}}}{\int d^{g} V \mathrm{e}^{-\beta \frac{1}{2} \vec{v} \boldsymbol{m}}}=k_{B} T \frac{\int d^{g} x \sum_{j} x_{j}^{2} \mathrm{e}^{-\sum_{j} x_{j}^{2}}}{\int d^{g} x \mathrm{e}^{-\sum_{j} x_{j}^{2}}}=g k_{B} T \frac{\int d x x^{2} \mathrm{e}^{-x^{2}}}{\int d x \mathrm{e}^{-x^{2}}}  \tag{A.2}\\
\left\langle E_{k i n}^{2}\right\rangle & =\frac{\int d^{g} V\left(\frac{1}{2} \vec{v} \boldsymbol{m} \vec{v}\right)^{2} \mathrm{e}^{-\beta \frac{1}{2} \vec{v} \boldsymbol{m}}}{\int d^{g} V \mathrm{e}^{-\beta \frac{1}{2} \vec{v} \boldsymbol{v} \vec{v}}}=\left(k_{B} T\right)^{2} \frac{\int d^{g} x \sum_{i, j} x_{i}^{2} x_{j}^{2} \mathrm{e}^{-\sum_{j} x_{j}^{2}}}{\int d^{g} x \mathrm{e}^{-\sum_{j} x_{j}^{2}}} \\
& =\left(k_{B} T\right)^{2}\left(g \frac{\int d x x^{4} \mathrm{e}^{-x^{2}}}{\int d x \mathrm{e}^{-x^{2}}}+g(g-1)\left(\frac{\int d x x^{2} \mathrm{e}^{-x^{2}}}{\int d x \mathrm{e}^{-x^{2}}}\right)^{2}\right) \tag{A.3}
\end{align*}
$$

Now, we use the expressions[139]

$$
\begin{align*}
\int_{-\infty}^{\infty} d x \mathrm{e}^{-x^{2}} & =\sqrt{\pi}  \tag{A.4}\\
\int_{-\infty}^{\infty} d x x^{2} \mathrm{e}^{-x^{2}} & =\frac{1}{2} \sqrt{\pi}  \tag{A.5}\\
\int_{-\infty}^{\infty} d x x^{4} \mathrm{e}^{-x^{2}} & =\frac{3}{4} \sqrt{\pi} \tag{A.6}
\end{align*}
$$

and obtain

$$
\begin{align*}
& \left\langle E_{k i n}\right\rangle=\frac{1}{2} g k_{B} T  \tag{A.7}\\
& \left\langle E_{k i n}^{2}\right\rangle=\left(k_{B} T\right)^{2}\left(g \frac{3}{4}+g(g-1) \frac{1}{4}\right)=\left(\frac{1}{2} g k_{B} T\right)^{2}+\frac{1}{2} g\left(k_{B} T\right)^{2} \tag{A.8}
\end{align*}
$$

Thus we obtain

$$
\begin{equation*}
\frac{\sqrt{\left\langle\left(E_{k i n}-\left\langle E_{k i n}\right\rangle\right)^{2}\right\rangle}}{\left\langle E_{k i n}\right\rangle}=\frac{\sqrt{\left\langle E_{k i n}^{2}\right\rangle-\left\langle E_{k i n}\right\rangle^{2}}}{\left\langle E_{k i n}\right\rangle}=\frac{\sqrt{\frac{1}{2} g\left(k_{B} T\right)^{2}}}{\frac{1}{2} g k_{B} T}=\left(\frac{g}{2}\right)^{-\frac{1}{2}} \tag{A.9}
\end{equation*}
$$

which proves Eq. A.1.

## Appendix B

## Extract frequencies from a MD simulation

An simple way to analyze the frequency spectrum of a simple trajectory $x(t)$, such as a bond-length, is to measure the time delay between repeated zeros. Note, that one first has to ensure by inspection that the trajectory is suitable for such an analysis.

The following is the code freqextract.f90.

```
program main
implicit none
real(8) :: xm
real(8) :: x
real(8) :: tm
real(8) :: t
real(8) :: f
real(8) :: pi
pi=4.d0*atan(1.d0)
xm=0.d0
tm=0.d0
do
    read(*,*)t,x
    if(x*xm.lt.0.d0) then
        f=2.d0*pi/(t-tm)
        write(*,*) t,f
        tm=t
    end if
    xm=x
enddo
stop
end
```


## Appendix C

## Tips and tricks on the computer

## C. 1 Floating point operations in a shell

The bash shell per se can only do integer mathematics but does not know of floating point operations. However one can use the internal arbitrary precision calculator "bc".

For example if have defined an equilibrium lattice constant ALAT0 and want to scan a number of smaller and larger lattice constants you can do the following

```
#!/bin/sh
ALATO=10.3976
for X in 96 97 98 99 100 101 102 103 104; do
    ALAT=' echo "$X / 100 * $ALAT0 " |bc -l '
    echo $ALAT
done
```

Note the ALAT0, ALAT, and $X$ are simple string variables. Ensure that you are using the correct apostrophe which is leaning backward. It differs from the one used to enclose text.

This tip has been found at http://phoxis.org/2009/12/23/floatmathbash/. For further a description of bc, see http://www.gnu.org/software/bc/manual/html_mono/bc.html.

## C. 2 create temporary files in a bash script

The command mktemp creates a file and returns the name of the file to standard out. It takes as argument a model for the file name, which ends with a sequence of X's. The X's are replaced by a unique string.

```
export TMPFILE=$(mktemp /tmp/tmp.XXXXXX)
```

The resulting file name is is kept in the variable TMPFILE

## C. 3 Process options of a shell script

getopts is a method to scan through a set of options of a shell script in a professional manner. Below I provide a simple example of using it. One needs to familiarize onself with getops by using one of the many tutorials on getopts on the internet.

The following variables have fixed meanings and are processed in a hidden manner.

- OPTIND is the index to the next argument.
- OPTARG is an argument to an option

```
while getopts ":a:b" OPT ; do
    case $OPT in
    a) echo "this is option a with argument $OPTARG"
        case $OPTARG in
            aa) echo "argument aa to option a"
            ab) echo "argument ab to option a"
            *) echo "error in $0: argument $OPTARG not recognized" >&2
                    exit 1
                ;;
        esac
        ;;
        ;;
        b) echo "this is option b"
            ;;
        \?) # unknown option
            echo "error in $0: invalid option -$OPTARG" >&2
            echo "retrieve argument list with:" >&2
            echo "$0 -h" >&2
            exit 1
            ;;
        :) # no argument passed to option requiring one
            echo "error in $0" >&2
            echo "option -$OPTARG requires an additional argument" >&2
            exit 1
            ;;
    esac
done
shift $(($OPTIND - 1))
```


## Appendix D

## Frozen-core Approximation

## D. 1 Introduction

The frozen-core approximation has two purposes. First, it reduces the dimensions of the algebraic operations, such as diagonalizations, matrix products, etc to the number of valence electrons. Secondly, it reduces rounding errors by reducing the overall size of the total energy. The energy of the valence electrons are only a small fraction of the energy of the core electrons. Finally, by freezing degrees of freedom, on which the energy depends on sensitvely, the stability of the calculations is improved.

The frozen core approximation is discussed by von Barth and Gelatt.[140].

## D. 2 Energy functional in the frozen core approximation

Let me start with the total energy of density functional theory. The density functional (in curly brackets) is expressed in terms of the Kohn-Sham wave functions $\left|\varphi_{n}\right\rangle$ and their occupations.

$$
\begin{align*}
E_{t o t}= & \min _{\left|\varphi_{n}\right\rangle, f_{n} \Lambda, \mu} \operatorname{stat}\left\{\sum_{n} f_{n}\left\langle\varphi_{n}\right| \frac{\hat{\vec{p}}^{2}}{2 m_{e}}\left|\varphi_{n}\right\rangle+E_{p o t}\left[\hat{\rho}^{(1)}\right]\right. \\
& \left.-\sum_{m, n} \Lambda_{m, n}\left(\left\langle\varphi_{n} \mid \varphi_{m}\right\rangle-\delta_{n, m}\right)-\mu\left(\sum_{n} f_{n}-N\right)\right\} \tag{D.1}
\end{align*}
$$

The one-particle reduced density matrix of the non-interacting reference system is obtained from the Kohn-Sham wave functions and their occupations as

$$
\begin{equation*}
\hat{\rho}^{(1)}=\sum_{n}\left|\varphi_{n}\right\rangle f_{n}\left\langle\varphi_{n}\right| . \tag{D.2}
\end{equation*}
$$

The potential energy can be written in the form

$$
\begin{equation*}
E_{p o t}=E_{H}+E_{x c} \tag{D.3}
\end{equation*}
$$

I use here the one-particle reduced density matrix rather than the density, because it allows me to also consider hybrid functionals, that use the (statically) screened exchange term of the form

$$
\begin{equation*}
E_{\mathrm{scrx}}=\frac{1}{2} \int d^{4} x \int d^{4} x^{\prime} \frac{e^{2} \rho^{(1)}\left(\vec{x}, \overrightarrow{x^{\prime}}\right) \rho^{(1)}\left(\overrightarrow{x^{\prime}}, \vec{x}\right)}{4 \pi \epsilon_{0} \epsilon_{r}\left(\left|\vec{r}-\overrightarrow{r^{\prime}}\right|\right)\left|\vec{r}-\overrightarrow{r^{\prime}}\right|} \tag{D.4}
\end{equation*}
$$

The position $\vec{r}$ and the spin index $\sigma$ of the electron are combined in the composite index $\vec{x}=(\vec{r}, \sigma)$. The four-dimensional integral is a short hand for $\int d^{4} x=\sum_{\sigma \in\{\uparrow, \downarrow\}} \int d^{3} r$.

The potential energy contains the Hartree energy

$$
\begin{equation*}
E_{H}=\frac{1}{2} \int d^{3} r \int d^{3} r^{\prime} \frac{e^{2}(n(\vec{r})+Z(\vec{r}))\left(n\left(\overrightarrow{r^{\prime}}\right)+Z\left(\overrightarrow{r^{\prime}}\right)\right)}{4 \pi \epsilon_{0}\left|\vec{r}-\overrightarrow{r^{\prime}}\right|} \tag{D.5}
\end{equation*}
$$

which depends on the electron density, the exchange correlation energy

$$
\begin{equation*}
E_{x c}=E_{x c}[n] \tag{D.6}
\end{equation*}
$$

and a double-counting term

$$
\begin{equation*}
E_{d c}=E_{d c}[n] \tag{D.7}
\end{equation*}
$$

as counterpart if the screened exchange energy

$$
\begin{equation*}
n(\vec{r})=\sum_{\sigma \in\{\uparrow, \downarrow\}} \rho^{(1)}(\vec{x}, \vec{x}) \tag{D.8}
\end{equation*}
$$

and the charge density $-e Z(\vec{r})$ of the nuclei ${ }^{1}$. We use the composite space-and-spin coordinate $\vec{x}=(\vec{r}, \sigma)$ mentioned above.

The density $\vec{Z}(\vec{r})=-Z_{R} \delta(\vec{r}-\vec{R})$ is defined by the positions $\vec{R}$ of the nuclei and their atomic number $Z_{R}$. (A more explicit notation would be to use $\vec{R}_{R}$ rather than $\vec{R}$.)

## D.2.1 Basissets

The minimization of the density functional is typically constrained to a basiset $\left\{\left|\chi_{\alpha}\right\rangle\right\}$, which gives the Kohn-Sham wave functions as

$$
\begin{equation*}
\left|\varphi_{n}\right\rangle=\sum_{\alpha}\left|\chi_{\alpha}\right\rangle c_{\alpha, n} . \tag{D.9}
\end{equation*}
$$

In the PAW method, the basis functions are the projector-augmented plane waves, and the frozen core states. This means that the index $\alpha$ represents a wave vector (Bloch vector $\vec{k}$ plus reciprocal lattice vector) and a spin index.

The wave function coefficients $c_{\alpha, n}$ are optimized to obtain the energy minimum while satisfying orthonormality of the wave functions.

$$
\begin{align*}
E_{t o t}=\min _{c_{\alpha, n}, f_{n}} \operatorname{stat} \Lambda & \{
\end{aligned}\left\{\sum_{n} f_{n}\left(\sum_{\alpha, \beta} c_{\alpha, n}^{*} T_{\alpha, \beta} c_{\alpha, n}\right)+E_{p o t}\left[\hat{\rho}^{(1)}\right]\right\} \text {, } \begin{aligned}
& \\
&\left.-\sum_{m, n} \Lambda_{m, n}\left(\left(\sum_{\alpha, \beta} c_{\alpha, n}^{*} O_{\alpha, \beta} c_{\beta, n}\right)-\delta_{n, m}\right)-\mu\left(\sum_{n} f_{n}-N\right)\right\} \tag{D.10}
\end{align*}
$$

The one-particle reduced density matrix has the form

$$
\begin{equation*}
\hat{\rho}^{(1)}=\sum_{\alpha, \beta}\left|\chi_{\alpha}\right\rangle\left(\sum_{n} c_{\alpha, n} f_{n} c_{\beta, n}^{*}\right)\left\langle\chi_{\beta}\right| \tag{D.11}
\end{equation*}
$$

The matrix elements of kinetic energy and overlap are

$$
\begin{equation*}
T_{\alpha, \beta}=\left\langle\chi_{\alpha}\right| \frac{\hat{\bar{p}}^{2}}{2 m_{e}}\left|\chi_{\beta}\right\rangle \quad \text { and } \quad O_{\alpha, \beta}=\left\langle\chi_{\alpha} \mid \chi_{\beta}\right\rangle \tag{D.12}
\end{equation*}
$$

[^19]
## D.2.2 Restrictions of the frozen-core approximation

In the frozen core approximation, the basis functions for the core states are the core states of an isolated atom or ion. These states are, per construction, orthonormal among each other.

$$
\begin{equation*}
\left\langle\chi_{\alpha} \mid \chi_{\beta}\right\rangle=\delta_{\alpha, \beta} \quad \text { for } \alpha, \beta \in C_{R} \tag{D.13}
\end{equation*}
$$

Furthermore the orbitals for the valence states are orthogonalized to the core states, i.e.

$$
\begin{equation*}
\left|\chi_{\alpha}\right\rangle=\left|\chi_{\alpha}^{(0)}\right\rangle-\sum_{\beta \in C}\left|\chi_{\beta}\right\rangle\left\langle\chi_{\beta} \mid \chi_{\alpha}^{(0)}\right\rangle \quad \text { for } \alpha \in V \tag{D.14}
\end{equation*}
$$

Because of the requirement that valence and core wave functions are orthonormal, the expansion of the valence wave function is limited to core-orthogonalized valence basis functions

$$
\begin{equation*}
\left|\varphi_{n}\right\rangle=\sum_{\alpha \in V}\left|\chi_{\alpha}\right\rangle c_{\alpha, n} \quad \text { for } n \in V \tag{D.15}
\end{equation*}
$$

Any admixture of the core states would violate the orthogonality with the core states and is prohibited. This results in a considerable simplification of the expressions, because the effective Hamiltonian becomes block diagonal in the valence and core contributions.

Let me now define the core energy as

$$
\begin{equation*}
E_{\text {core }}=\sum_{R}\left\{\sum_{\alpha \in C_{R}}\left\langle\chi_{\alpha}\right| \frac{\hat{\vec{p}}^{2}}{2 m_{e}}\left|\chi_{\alpha}\right\rangle+E_{p o t}\left[\hat{\rho}_{\text {core }, R}^{(1)}\right]\right\} \tag{D.16}
\end{equation*}
$$

with the one-particle reduced density matrix of the (frozen) core states

$$
\begin{equation*}
\hat{\rho}_{\text {core }, R}^{(1)}=\sum_{\alpha \in C_{R}}\left|\chi_{\alpha}\right\rangle\left\langle\chi_{\alpha}\right| \tag{D.17}
\end{equation*}
$$

The core energy does not represent any physically meaningful quantity. Rather it represents a constant, that does not change when atoms move or react. Thus it can be subtracted from the total energy functional without affecting physical quantities. Doing so cancels the kinetic-energy contribution of the core electrons.

## D.2.3 Energy functional in the frozen-core approximation

The valence energy can now be composed as

$$
\begin{align*}
E_{\text {tot }, \text { val }}= & E_{\text {tot }}-E_{\text {core }} \\
= & \min _{c_{\alpha, n}, f_{n}} \operatorname{stat} \Lambda\left\{\sum_{n \in V} f_{n}\left(\sum_{\alpha, \beta \in V} c_{\alpha, n}^{*} T_{\alpha, \beta} c_{\alpha, n}\right)+E_{p o t}\left[\hat{\rho}^{(1)}\right]-\sum_{R} E_{p o t, R}\left[\hat{\rho}_{c o r e, R}^{(1)}\right]\right. \\
& \left.-\sum_{m, n \in V} \Lambda_{m, n}\left[\left(\sum_{\alpha, \beta \in V} c_{\alpha, n}^{*} O_{\alpha, \beta} c_{\beta, n}\right)-\delta_{n, m}\right]-\mu\left[\sum_{n \in V} f_{n}-\left(N-\sum_{R} N_{c o r e, R}\right)\right]\right\} \\
\hat{\rho}^{(1)}= & \sum_{\alpha, \beta \in V}\left|\chi_{\alpha}\right\rangle\left(\sum_{n \in V} c_{\alpha, n} f_{n} c_{\beta, n}^{*}\right)\left\langle\chi_{\beta}\right|+\hat{\rho}_{c o r e}^{(1)} \tag{D.18}
\end{align*}
$$

This functional only depends on the wave function components of the valence electrons, while those of the core electrons are frozen.

This functional will always produce an upper bound (after adding the core energies in again), because we evaluate the correct functional, but only constrain the minimization.

## D.2.4 Schrödinger equation

The conditions for the minimum is that the derivatives of the functional vanish. The exception is where the minimum lies at the boundary of the domain of allowed values for the functional. This is the case for the occupations, which are restricted to lie between zero and one.

## Kohn-Sham potential

Before we continue let me define the Kohn-Sham potential

$$
\begin{equation*}
\hat{V}_{K S}=\frac{\delta E_{p o t}}{\delta \hat{\rho}^{(1)}} \tag{D.19}
\end{equation*}
$$

This term can be rationalized by writing the first variation of the potential energy as

$$
\begin{align*}
\left.E_{p o t}\left[\hat{\rho}^{(1)}+\delta \hat{\rho}^{(1)}\right)\right] & =E_{p o t}\left[\hat{\rho}^{(1)}\right]+\operatorname{Tr}\left[\frac{\delta E_{p o t}}{\delta \hat{\rho}^{(1)}} \delta \hat{\rho}^{(1)}\right]+O\left(\left(\delta \hat{\rho}^{(1)}\right)^{2}\right) \\
& =E_{p o t}\left[\hat{\rho}^{(1)}\right]+\operatorname{Tr}\left[\hat{V}_{K S} \delta \hat{\rho}^{(1)}\right]+O\left(\left(\delta \hat{\rho}^{(1)}\right)^{2}\right) \tag{D.20}
\end{align*}
$$

For a density functional, the Kohn Sham potential has the form

$$
\begin{equation*}
\hat{V}_{K S}=\sum_{\alpha, \beta}\left|\pi_{\alpha}\right\rangle\left\{\sum_{\sigma, \sigma^{\prime} \in\{\uparrow, \downarrow\}} \int d^{3} r \chi_{\alpha}^{*}(\vec{r}, \sigma)\left(v_{H}(\vec{r}) \delta_{\sigma, \sigma^{\prime}}+v_{x c}\left(\vec{r}, \sigma, \sigma^{\prime}\right) \chi_{\beta}\left(\vec{r}, \sigma^{\prime}\right)\right\}\left\langle\pi_{\beta}\right|\right. \tag{D.21}
\end{equation*}
$$

where $\left\langle\pi_{\alpha}\right|$ are the projector functions for the basis orbitals that obey the bi-orthogonality condition

$$
\begin{equation*}
\left\langle\pi_{\alpha} \mid \chi_{\beta}\right\rangle=\delta_{\alpha, \beta} \tag{D.22}
\end{equation*}
$$

$v_{H}(\vec{r})=\frac{\delta E_{H}}{\delta n(\vec{r})}$ is the Hartree potential and $v_{x c}\left(\vec{r}, \sigma, \sigma^{\prime}\right)=\frac{\delta E_{H}}{\delta n\left(\vec{r}, \sigma^{\prime}, \sigma\right)}$ is the exchange-correlation potential. (I have generalized the density to include also the spin dependence.)

## Kohn-Sham equations

The conditions for the minimization, I call equilibrium conditions, while the others, for which the optimum is a stationary point, are the constraint conditions.

The equilibrium conditions are

$$
\begin{align*}
& 0=\frac{1}{f_{n}} \frac{\delta E}{\delta c_{\alpha, n}^{*}}=T_{\alpha, \beta} c_{\beta, n}+\left\langle\chi_{\alpha}\right| \hat{V}_{K S}\left|\chi_{\beta}\right\rangle c_{\beta, n}-\sum_{m \in V} O_{\alpha, \beta} c_{\beta, m} \wedge_{m, n} \\
& 0=\frac{\delta E}{\delta f_{n}}=\sum_{\alpha, \beta \in V} c_{\alpha, n}^{*} T_{\alpha, \beta} c_{\beta, n}+c_{\alpha, n}^{*}\left\langle\chi_{\alpha}\right| \hat{V}_{K S}\left|\chi_{\beta}\right\rangle c_{\beta, n}-\mu \tag{D.23}
\end{align*}
$$

The last equation only holds for partially occupied orbitals, but not for integer occupations. This implies that all states below the fermi level are filled and those above are empty.

## D.2.5 Forces in the frozen-core approximation

It is important to calculate the forces consistent with the frozen-core approximation. The force is given (up to the sign) by the partial derivative of the energy functional.

$$
\begin{equation*}
\delta E=\sum_{j}\{\underbrace{\frac{\partial E}{\delta R_{j}}}_{-F^{(Z)}} \delta R_{j}+\underbrace{\operatorname{Tr}\left[\frac{\partial E}{\partial \hat{\rho}^{(1)}} \frac{\delta \hat{\rho}^{(1)}}{\delta R_{j}}\right]}_{-F_{R_{j}}^{(C)}-F_{R_{j}}^{(V)}} \delta R_{j}\} \tag{D.24}
\end{equation*}
$$

The first term describes the force acting on the nucleus.

$$
\begin{align*}
F_{j}^{(Z)} & =-\int d^{3} r v_{H}(\vec{r}) \frac{\delta Z(\vec{r})}{\delta R_{j}}=-\int d^{3} r v_{H}(\vec{r})\left(-Z_{R_{j}} \vec{\nabla}_{R_{j}} \delta\left(\vec{r}-\vec{R}_{j}\right)\right) \\
& \left.=-\int d^{3} r v_{H}(\vec{r})\left(+Z_{R_{j}} \vec{\nabla}_{r} \delta\left(\vec{r}-\vec{R}_{j}\right)\right)=+Z_{R_{j}} \int d^{3} r \delta\left(\vec{r}-\vec{R}_{j}\right)\right) \vec{\nabla}_{r} v_{H}(\vec{r}) \\
& =+e Z_{R_{j}} \underbrace{\vec{\nabla}_{R_{j}} \frac{1}{e} v_{H}\left(\vec{R}_{j}\right)}_{-\vec{E}\left(\vec{R}_{j}\right)} \tag{D.25}
\end{align*}
$$

which is related to the electric field $\vec{E}$ at the nucleus times the nuclear charge density.
The second term describes the force acting on the electrons. It requires the response function for the electron density due to a change of the atomic positions. However, when the equilibrium is reached, that is, when the Kohn-Sham equations are obeyed, we can exploit that the forces acting on the electrons vanish when the equilibrium condition are obeyed. Thus, it is not necessary to evaluate the response function. This is what is called the Hellmann-Feynman theorem.

In the frozen-core approximation, however, only the equilibrium conditions for the valence wave functions are obeyed. The forces on the core electrons do not vanish and must be taken into account. This is however, unproblematic as the nuclear density is tied to the atomic position and it is independent of the valence electrons.

$$
\begin{equation*}
F_{j}^{(C)}=-\int d^{3} r v_{H}(\vec{r}) \frac{\delta n^{C}(\vec{r})}{\delta R_{j}}=-\int d^{3} r n_{R_{j}}^{(C)}(\vec{r}) \vec{\nabla}_{r} v_{H}(\vec{r}) \tag{D.26}
\end{equation*}
$$

The force $F_{j}^{V}$ acting on the valence electrons does not vanish when a finite basisset is employed. The minimum is obtained only for the wave function components $c_{\alpha, n}$ not for the entire Kohn-Sham wave function. When the basisset depends on the atomic positions, this derivative must be taken into account. These are the so-called Pulay forces. The force acting on the core electrons can actually also be described as a special kind of Pulay force. In the PAW method, the augmentation depends on the atomic positions and the corresponding derivatives are taken into account. ${ }^{2}$

## D. 3 Errors of the total energy due to the frozen-core approximation

Because of the variational princicple, the energy in the frozen-core approximation deviates only in second order in the difference of the density obtained in the frozen core approximation from the density at the exact minimum. This is probably the main reason for the good quality of the frozencore approximation.

It is important that this principle holds only for the total energy, but not for individual contributions.
An important aspect is that the density is invariant with respect to a unitary transformation of the occupied Kohn-Sham states among each other. The frozen-core approximation does not make the assumption, that the individual states are frozen. Rather, the Kohn-Sham wave functions in the frozen-core approximations must be obtained after diagonalizing the Kohn-Sham Hamiltonian calculated from the frozen-core states and the filled valence states obtained from the frozen-core approximation. The comparison of frozen atomic wave functions with those of a crystal is poor. While they may have similar shape, their contribution to the total energy is very different.

[^20][^21]
## D. 4 Individual core levels

## D.4.1 Core-levels

The frozen core approximation does not imply that the core states are individually frozen. Two sets of core orbitals, which are related by a unitary transformation produce the same one-particle reduced density matrix. Thus such a unitary transformation does neither affect the density, nore the total energy.

We can use this flexibility to obtain individual core states.

$$
\begin{equation*}
\sum_{\beta \in C}\left[T_{\alpha, \beta}+\left\langle\chi_{\alpha}\right| \hat{V}_{H}\left|\chi_{\beta}\right\rangle-\epsilon \delta_{\alpha, \beta}\right] c_{\beta, n}=0 \quad \text { for } n \in C \tag{D.27}
\end{equation*}
$$

This shows, that, even in the frozen-core approximation, the core wave functions can deviate grossly from the atomic core wave functions from which they are constructed. Therefore, a comparison of individual energy levels between a frozen core and one with a relaxed core, does injustice to the frozen core approximation

## D.4.2 Hyperfine parameters

Tere are cases where the frozen-core approximation has a considerable impact on the results. Corepolarization effects are dominant for the calculation of hyperfine parameters for systems where the s-orbital is not present in the spin density. This has been investigated in the group of Ursula Roethlisberger.[141]
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## Index

adiabatic connection, 21, 27
adiabatic principle, 52
APW, 35
ASA, 36
atomic spheres approximation, 36
augmented plane wave method, 35
augmented-wave method, 35
avoided crossing, 53
band structure, 78
basisset, 69
bc, 121
Bloch states, 70
Bloch states, 77
Bloch vector, 77
Brillouin zone, 79
Brillouin-zone integration, 78
Car-Parrinello method, 40
charge transferability, 39
compensating charge background, 73
correlation energy, 17
critical damping, 61
damped oscillation, 60
density
conditional, 13
two-particle, 12
density matrix
one-particle, 12
Emacs, 103
energy transferability, 39
exchange and correlation energy, 17
exchange and correlation potential energy, 14
exchange energy, 17
exponential wall, 11
extended zone scheme, 78

Fast Fourier transform, 70
functional, 15
generalized gradient approximation, 26
GGA, 26

Hartree energy, 14
hole function, 14
hybrid functional, 27

Jacob's ladder, 23
k-point sampling, 80
kinetic energy functional, 16
KKR method, 35
Kohn-Sham energy, 19
Kohn-Sham orbitals, 16

LDA, 25
linear augmented-wave method, 36 linear muffin-tin-orbital method, 36 LMTO, 36
local spin-density approximation, 25
local-density approximation, 25
LSD, 25
meta GGA, 27
muffin-tin potential, 35
natural orbital, 13
Nose thermostat, 67
occupation, 13
overdamped trajectory, 60
periodic image, 87
periodic zone scheme, 78
plane wave, 70
plane wave cutoff, 70
plane-wave coefficients, 71
polaron, 52
projector augmented-wave method, 35
projector augmented-wave method, 40
pseudopotential, 34, 37
Pulay force, 127
quasi particle, 52
reciprocal lattice, 71
Reciprocal lattice vectors, 71
reduced zone scheme, 78
Rydberg, 73
semi-local form, 38
separable form, 39
steepest descent, 55
super wave function, 84
thermostat
Nose, 67
time step, 54
time-inversion symmetry, 83
unscreening, 38
wave vector, 70
Wigner Seitz cell, 79


[^0]:    ${ }^{1}$ This is correct only up to a term that vanishes in the limit of infinite particle number.

[^1]:    ${ }^{2}$ A functional $F[y]$ maps a function $y(x)$ to a number $F$. It is a generalization of the function $F(\vec{y})$ of a vector $\vec{y}$, where the vector index of $\vec{y}$ is turned into a continuous argument $x$.
    ${ }^{3}$ For this model we do not distinguish between the energy of exchange and correlation and its potential energy contribution

[^2]:    ${ }^{4}$ LSD stands for "local spin-density" and denotes the local spin-density approximation (LSDA). Modern implementations do not only use the total density as fundamental variable, but also the spin density.
    ${ }^{5}$ To be precise, Kohn-Sham orbitals are the natural orbitals for non-interacting electrons of a given density. They are however different from the natural orbitals of interacting electrons at the same density.

[^3]:    ${ }^{6}$ The potential energy of exchange and correlation $U_{x c}$, the density $n^{(1)}$, natural orbitals $\varphi_{n}$ and occupations $\bar{f}_{n}$ are obtained from the many-particle wave function.

[^4]:    ${ }^{7}$ The electron-electron interaction is the second term of Eq. 1.1

[^5]:    ${ }^{8}$ For historical notes on the adiabatic connection theorem see Jones[21] and Musher[22].

[^6]:    ${ }^{9}$ The expression given here looks unusually simple. This is due to the notation of spin orbitals, which takes care of the spin indices.

[^7]:    ${ }^{10}$ Projector functions obey the bi-orthogonality condition $\left\langle\chi_{\alpha} \mid \pi_{\beta}\right\rangle=\delta_{\alpha, \beta}$. Within the sub-Hilbert space of the tightbinding orbitals, i.e. for wave functions of the form $|\psi\rangle=\sum_{\alpha}\left|\chi_{\alpha}\right\rangle c_{\alpha}$, the projector functions decompose the wave function into tight binding orbitals, i.e. $|\psi\rangle=\sum_{\alpha}\left|\chi_{\alpha}\right\rangle\left\langle\pi_{\alpha} \mid \psi\right\rangle$. A similar projection is used extensively in the projector augmented-wave method described later.

[^8]:    ${ }^{1}$ A semi-local potential is local in the radial coordinate, but non-local in the angular coordinates.

[^9]:    ${ }^{2}$ Quantum Espresso is maintained by Stefano Gironcoli and Lorenzo Paulatto
    ${ }^{3}$ http://dft.sandia.gov/socorro. Socorro is maintained by Alan Wright and Normand Modine

[^10]:    ${ }^{1}$ We consider the partial solution of a harmonic oscillator with the smallest decay constant. The total energy is then $E(t)=\frac{1}{2} m|\dot{x}|^{2}+\frac{1}{2} c|x|^{2}=E(0) \exp (-2 \cdot \operatorname{Im}(\omega) t)$.

[^11]:    ${ }^{1}$ The origin for this notation is probably that $\psi(\vec{r})=\langle\vec{r} \mid \psi\rangle$ and $\psi(\vec{G})=\langle\vec{G} \mid \psi\rangle$.

[^12]:    ${ }^{2}$ The transpose of a matrix $\boldsymbol{A}$ is written as $\boldsymbol{A}^{\top}$ and has elements $\left(\boldsymbol{A}^{\top}\right)_{i, j}=A_{j, i}$.

[^13]:    ${ }^{3}$ For finite systems, the CP-PAW code has a mechanism to deal with truly charged systems without a compensating charge background.

[^14]:    ${ }^{1}$ We do not consider symmetry breaking
    ${ }^{2}$ We start from the eigenvalue equation

[^15]:    ${ }^{3}$ The Brillouin zone is a symmetric representation of a unit cell in reciprocal space. The Brillouin zone consists of all points in reciprocal space, that are closer to the origin than to any other reciprocal lattice point.

[^16]:    ${ }^{4}$ The Wigner Seitz cell of a lattice consists of all points that are closer to the origin than to any other lattice point. Thus, it is enclosed by planes perpendicular to the lattice vectors cutting the lattice vector in half.

[^17]:    ${ }^{5}$ The $\Gamma$-point is the origin of the reciprocal lattice, i.e. $\vec{k}_{\Gamma}=(0,0,0)$.

[^18]:    ${ }^{1}$ Note that there is a very similar editor, namely "xemacs" which is almost identical, but not quite.
    ${ }^{2}$ If a file with the name is present, touch gives it a new modification date.

[^19]:    ${ }^{1}$ The minus sign seems incorrect. However, $Z(\vec{r})$ is defined such that it is negative, so that the related change density is positive again. The underlying idea is that $Z(\vec{r})$ is considered as equivalent electron-number density.

[^20]:    Editor: Commented out is an incomplete analysis of the errors.

[^21]:    ${ }^{2}$ They are not immediately evident, because many of the terms are used to cancel forces acting on the nucleus and the core density.

